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1 Introduction

1.1 Does Wikipedia dispense with the
need for WordNet?

Data of various kinds acquired from
Wikipedia is gaining popularity in NLP
and related areas of research. For one reason,
Wikipedia provides us with data with broad
coverage. Its coverage is so broad that no
other freely available linguistic resource
can match it. It is often claimed that this
is evidence for the triumph of “collective
intelligence.”

Radical enthusiasts of Wikipedia even
go on to claim that researchers in NLP
and SemanticWeb no longer need WordNet
(WN) (Fellbaum, 1998).") They allude to
the superiority of Wikipedia-derived data over
manually crafted data like WN in terms of de-
velopment ease, speed, and cost as well as
coverage. WN comes with precision endorsed
by psychological reality that most WWW-
derived data lacks, but some people also tend
to criticize the subjective nature of the word
senses that WN specify, no matter how fine-
grained its sense distinctions are. All in all,
they seem to try to dismiss WN-like lexical
resources by suggesting that they are outdated
in the age of WWW. And here comes the cru-
cial question, Does Wikipedia dispense with
the need for WordNet?

In this paper, we argue that the answer is

Din http://www.mkbergman.com/417/99-wikipedia-
sources-aiding-the-semantic-web/ (retrieved on 2009/12/01)
for example, you can find a bold claim like: “Wikipedia
has arguably replaced WordNet as the leading lexicon for
concepts and relations. Because of its scope and popularity,
many argue that Wikipedia is emerging as the de facto
structure for classifying and organizing knowledge in the
21st century.”.

No, suggesting that we should make a good
compromise. We show that lexical hierarchies
derived from the Japanese Wikipedia are not
as well articulated as the upper ontology of
Japanese WordNet. This allows us to presume
that the hypernym set of language L obtained
from the Wikipedia of L is poor compared to
the WN of L. Under this assumption, the WN
and the Wikipedia of language L are best un-
derstood to be complementary in the follow-
ing way: The WN of L specifies the mapping
between an upper ontology to lexical items,
Wi, W2, ..., wy, of L. The conceptual hierar-
chies distilled from the Wikipedia written in L
specify links to “named entities” described in
wi, Wa, ..., w, of L.

1.2 Organization

This paper is organized as follows. In §2
we describe how we processed the hypernym-
hyponym pairs acquired from the Japanese
Wikipedia by Sumida et al. (2008). In §3,
we show how the hypernyms obtained in the
way specified in §2 were linked to lemmas
of Japanese WordNet (WN-Ja) (Bond et al.,
2008; Bond et al., 2009). In §4 we discuss the
implications. Finally, in §5, we state tentative
conclusions

2 Acquiring taxonomic hierarchies from
Wikipedia hypernyms

Recently, we finished the manual cleaning
of approximately 67,000 Japanese hypernym
hierarchies paired with roughly 900,000 hy-
ponyms. We show some details of this pro-
cess in §2.4. The original data, compris-
ing roughly 2,400,000 hypernym-hyponym
pairs, was automatically compiled from the



Japanese Wikipedia (Sumida et al., 2008).
They used Support Vector Machines (Vap-
nik, 1995) to classify the acquired data. The
hypernym-hyponym pairs extracted by Sum-
ida et al. (2008) do not only consist of links
between Wikipedia entries, but also consider
noun phrases extracted from the text of the
Wikipedia entries themselves.

While the data thus acquired has an im-
pressive coverage, it is noisy and unreliable
at least in the following two senses: First,
both hypernyms and hyponyms can be mis-
parsed phrases, due to the low performances
of a Japanese tokenizer”. Second, even cor-
rectly parsed phases can have hypernyms that
are themselves relational nouns (such as kind,
member): they suffer from “semantic unsatu-
ratedness” in the sense of Kuroda et al. (2009)
and fail to serve as good hypernyms.

2.1 Extracting “base” hypernyms

The data we processed resemble the follow-
ing, where 4 is the hypernym and 7 is the in-
stance (or hyponym):>)

(1) a. h: famous British rock singer
I: Peter Gabriel
b. h: former member of Pink Floyd
I: Syd Barrett

The set of hypernyms extracted form
Wikipedia consist mainly of complex NPs like
famous British rock singer and former mem-
ber of Pink Floyd. Clearly, terms like these
are not ideal hypernyms. Thus, we tried to ex-
tract “base” hypernyms by gradually remov-
ing modifiers from the complex NPs. In this
way, the two pairs in (1) are converted into the
following hierarchies:

(2) a. hy: singer
hy: rock singer
h3: British rock singer
hy4: famous British rock singer
I: Peter Gabriel

2The precision of Japanese tokenizers at the state-of-the-
art come close to 98% against newspaper articles, but they
show much lower precisions against web-text.

3 Although we work on Japanese data, we present the En-
glish translations in this paper as the semantic phenomena are
not language specific.

b. h1: member
hy: former member
h3: former member of Floyd
hy: former member of Pink Floyd
I: Syd Barrett

Pairs (H; I), where H = hy, ..., hy, are auto-
matically generated from such pairs (Amax; 1).
We refer to H as the “hypernym path” for 7,
and to units like Ay, ha, ..., h, as the “path
elements” of H. A hypernym path may con-
tain: (i) bare nouns (e.g., singer), (ii) modi-
fied nouns (e.g., famous British rock singer,
former member), or (iii) noun phrases.

We are able to create these paths in this way
because we are looking specifically at hyper-
nym relations. Removing a modifier broadens
the denotation, and thus gives a hypernym of
the more restricted term.

2.2 Problems with automation

Paths like the ones above were constructed by
automatically removing modifiers from 4, (in
Japanese) one by one. This operation is not
error-free. Manual cleaning was performed to
eliminate unconventional and/or unacceptable
units like former member of Floyd, hy of (2b)
which was produced by the automatic simpli-
fication. We could not use a Named Entity
tagger for this task as it performed to poorly
on the isolated noun phrases.

2.3 What terms make good hypernyms?:
Effect of semantic saturatedness

During the manual process of cleaning, it also
became apparent that checking for the con-
ventionality of path elements alone was not
effective. We also needed a systematic treat-
ment of composite units like former mem-
ber to take care of the function of modifiers.
However, lexical databases like WordNet are
not guaranteed to contain composite, phrasal
units like former X (X={ member, president,
... }). This means that we cannot rely on lexi-
cal resources to distinguish valid phrases from
invalid ones which are only theoretically pos-
sible.

“For both practical and theoretical purposes, we did not
distinguish between instance and hyponym relations.



This was a problem because raters we hired
showed confusion as to the conventionality of
such terms and disagreed in their ratings. To
them, terms like member made good terms
even if they were presented in isolation, but
terms like former member did not. When they
were presented in isolation, most raters hesi-
tated to rate them as good hypernyms.

Part of the reason for this disturbance can
be attributed to the semantic unsaturatedness
of units like former member, but the situa-
tion seems more complex. Interestingly, raters
showed little disagreement on the goodness of
member, which is also a semantically unsatu-
rated noun. So, the real reason for rater’s trou-
ble in classification is not a term’s semantic
unsaturatedness alone. Consequent research
suggests that frequency takes effect on this:
frequent semantically unsaturated nouns tend
to be classified as saturated nouns.

In passing, it deserves a brief mention that
most linguists’ tacit assumption that relational
nouns are relatively rare and exceptional, and
that their set is closed seems far from well
grounded. The assumption would be true of
simple nouns, but it is not true of composite
nouns with modifiers. The source of unsatu-
ratedness of composite nouns are their mod-
ifiers. For example, former caused the effect
in the example above. It is easy to provide
similar examples: the unsaturatedness in sis-
ter city comes from a metaphorical sense of
sister: city is arguably a saturated noun, but
sister city is unsaturated because sister adds
unsaturatedness to it. This is why it is allowed
to say “X and Y are sister cities” or “X is the/a
sister city of Y.”

We can add examples with more complex-
ity. For example, disciple is a semantically
unsaturated noun. In the combination fellow
disciple(s), fellow adds another unsaturated-
ness. This is why it is allowed to say “X and
Y are fellow disciples under Z” or “X is the/a
fellow disciple of Y (Tunder Z)” and why we
infer that both X and Y have a common mas-
ter, Z when we hear such expressions.

Notably, the unsaturatedness for fellow

and disciple can co-exist.”)  Cases like

this show that unsaturatedness accumulates
through modification.

Another class of cases show that unsaturat-
edness is composable, allowing the unsaturat-
edness of one noun to get “bridged” to an-
other. In cases like secretary of the Minis-
ter (of Foreign Affairs), unsaturatedness is re-
duced through variable-binding, because sec-
retary of X, X is bound to the Minister (of Y ),
and when Y is bound to Foreign Affairs (with
the aid of of), it gets saturated; otherwise, it
stays unsaturated.

Examples of the sort briefly mentioned
above strongly suggest that the semantics of
modifers is rather complex and needs serious
investigation. It is not guaranteed that proper
analysis of modifiers is possible within a nat-
ural extension of the semantics of individual
words, partly because analogy, metaphor and
metonymy play a crucial role. Note that mod-
ifiers undergo (often very subtle) semantic ex-
tensions: at least, sister is not used in its literal
sense in sister cit(y|ies).® With this fact in
mind, it would be safe to assume that semantic
unsaturatedness become more serious at the
level of composite nouns or noun phrases. In
fact, they posed a challenge in the cleaning
process to be explained below.

2.4 Path element cleaning in some detail

The cleaning proceeded roughly in the way
described below.

Step 1: Fully automatic generation of
hypernym paths

First, all hypernyms were morpholog-
ically analyzed with a morphological
analyzer/tokenizer for Japanese.” This gave

5)Note here that a mutuality interpretation of relational
nouns (Eschenbach, 1993) seems to have an interesting ef-
fect on the construction and interpretation of sister cit(y|ies)
and fellow disciple(s).

OFor the case of fellow disciples, the meaning of fellow
can be literal. We can say that two diciples of Z, X and Y, are
in the relation of FELLOW-OF-THE-OTHER(X, Y). But this
is not true of sister cities. We can only say that two cities,
X and Y, are in some relation analoguous to the relation of
sister-of-the-other rather than they are properly in the relation
of SISTER-OF-THE-OTHER(X, Y).

DWe used MeCab 095
sourceforge.net/) with its

(http:///mecab.
default  dictio-



us a set of paths consisting of a series of
morphemes coupled with part-of-speech
(POS) and other information. Based on the
POS information thus provided, we generate
a series of terms that serve as a hypernym
path.®

In this process, however, some problematic
hypernyms were excluded. However, hyper-
nyms with disjunctive semantics were not ex-
cluded.

Step 2: Manual evaluation of path
elements

We asked four raters to evaluate each of the
path elements for their conventionality and/or
semantic saturatedness. The criteria used
were:

(3) a. If a path element X is felt to be

fully conventional and saturated, it
should be classified as G[ood].

b. If X is felt to be “incomplete” for
less conventionality or strong unsat-

uratedness, it should be classified as
L[ess Good].

c. If X is felt not to be rather un-
conventional but the rater cannot be
sure if it is really a nonword, it
should be classified as D[ubious].

d. If X is felt to be fully unconven-
tional and nonsensical, it should be
classified as B[ad].

We collected ratings thus created and se-
lected the most appropriate class.” Admit-
tedly, L and D are mixtures of different sub-
classes. But we did not attempt to create
proper labels for subclasses.'?

nary IPA Dic. While our pilot study showed that
the combination of MeCab with UniDic (http:
//www.tokuteicorpus.jp/dist/) developed
by the National Institute for Japanese Language provided
better results we could not in the end use it due to its
restrictive license.

8 We are afraid the the same automation would not be pos-
sible for nonhead-final languages because the criteria used
are specific to modifiers that appear before the head noun.

DThe class selection was based on the first author’s in-
tuition, though he made use of the distribution information.
This means that the winners were not always the ones that
had acquired most votes. Actually, it turned out that some of
the raters committed systematic errors.

10The agreement rate in terms of Fleiss’ kappa against a
sample of 2000 cases was 0.492 under the distinction among

Step 3: Automatic reconstruction of
hypernym paths and finalization

Because relevant information is distributed
over different paths, they are reconstructed
from scratch for canonicalization. After this,
the first author edited the results based on his
intuition. He edited the paths and even added
missing intermediate terms and some abstract
(super)hypernyms with D status at the root
(such as [0 *, O *, and [ * to be discussed in
§3.3).

In the process of this cleaning, the original
set of roughly 95,000 hypernyms was reduced
to the set of 67,000.

3 Linking Wikipedia hypernyms to
WordNet

3.1 Nature of hypernyms and hyponyms
in Wikipedia

Recall that we processed hypernym-hyponym

pairs automatically acquired from the

Japanese Wikipedia. The data consists of

roughly 67,000 hypernym hierarchies paired

with roughly 900,000 hyponym:s.

We cleaned up all the hypernyms of the
data, but we did not process the hyponyms
for the following reason: nearly 2/3 of the hy-
ponyms are proper names or named entities.
The amount of knowledge required to deter-
mine if such pairings are valid or not goes well
beyond the personal knowledge of an average
person. At the time we started the cleaning, it
was unclear how to deal with them.

This, on the other hand, suggests an in-
teresting possibility: if pairings of cleaned-
up hypernyms with hyponyms turn out to
be valid, the huge database of such pair-
ings should complement traditional thesauri
as WordNet (Fellbaum, 1998) which mainly
consist of upper level concepts (by its very
design). With this hypothetical mapping be-
tween coarse-grained concepts in the upper
ontology and finer-grained concepts in the
lower ontology, we can specify the linkage

G, L, D, and B. This is not so good, but it increased to 0.759 if
class L was discarded, and it increased up to 0.916 if classes
L and D were unified as one. This suggests that rater’s clas-
sification is highly stable over the identification of G and B,
and that raters were confused between L and D.



Figure 1: Sample matches (in red) of WN-Ja lemmas and Wikipedia hypernym paths (all in
Japanese): terms are separated by ““:” /1 and /0 added to term indicate “match” and “unmatch”

from named entities to upper ontology. If this
is possible, it is very promising.

With his hope in mind, we linked the roots
of the hypernym hierarchies cleaned in the
way illustrated above to nodes in the Japanese
WordNet (WN-Ja) (Bond et al., 2008; Bond et
al., 2009).

WN-Ja is a Japanese translation of Word-
Net 3.0 developed and maintained at the Na-
tional Institute for Information and Commu-
nications Technology (NICT). After the first
public release in 2009, WN-Ja underwent sev-
eral updates. We used versions 0.80 and 0.90
for this study.

3.2 Current status

Currently, 95% of the hypernym hierarchies
are linked to WN-Ja. Crude statistics are
given in Table 1. A sample of matches are
shown in Figure 1.

Table 1: Number and ratio of matches of WN-
Ja lemmas over Wikipedia-derived hypernym

depth | # of covered ratio | # of types
1 64,412 | 0.9592 3,272
2 24,554 | 0.3657 2,447
3 2,804 | 0.0418 465
4 53 | 0.0008 30

Depth in Table 1 refers to the levels of hy-
pernym hierarchy (measured from the root) at
which WN-Ja lemmas have matches. For ex-
ample, 64,400 root hypernyms out of 67,000
(tokens) have matches with WN-Ja, consist-
ing of 3,272 unique types.

In this linkage process, however, we did
not take into account the effect of word sense
disambiguation. This suggests that we have
fewer correct matches than the figures in Ta-
ble 1 indicate.

As Table 1 suggests, WN-Ja hyper-
nyms and Wikipedia-derived hypernyms have
matches at very shallow levels (the aver-
age is nearly 3). More specifically, lower
level nodes of WN-Ja match the upper level
nodes of Wikipedia-derived hypernyms. This
forms the strongest support for our sugges-
tion that Wikipedia-derived hypernyms can-
not do without WN. Rather, the two kind of
resources enhance each other.

3.3 Details of the hypernym paths

In Table 2, we show some examples with rel-
evant details. The most common 12 root hy-
pernyms were picked with example paths. In
most cases, the lowermost elements of the hy-
pernym paths are hypernyms for named en-
tities. This tendency is obvious when they



Table 2: Most common 12 path elements (including unsaturated (L) and dubious (D) ones):
terms with asterisk (e.g., O *, [0 *, 0 *, [0 *) are bound morphemes whose hypernym status are

dubious.
Rank | Term | Count | Sample Path
1 0 * 2,396 | O * (person): U 0O (mastermind): 00 O O OO (active mastermind):
00000000 (active mastermind of (the) affair):
OO000O00D0O0O0 (active mastermind of (the) bombing affair)
2 a* 2,115 | (1) O * (item): U O (product): U O U O OO (products of Germany)
(2) O (item): O O (item(s) for...): 0 O O O (gardening supply)
3 g* 1,973 | (1) O * (company): O O O (publisher):
0000 (music publisher): D 00000 OO (music publisher in Japan)
(2) O * (place for sacred activity): 0 O (shrine):
0000 (shrine of (a) city): DO OO0 OO (shrine of Kamakura City)
4 oo 1,881 | O * (company): 0 O (company):
0000 (food company): 000000 (major food company)
5 g 1,758 | U0 (program): U U 0 O (music program): U 00O U0 000D (classical music program)
6 oad 1,630 | O * (item): U O ((piece of) work): U O U OO OO ((piece of) work on ...):
00000000000 ((piece of) work on vampires)
7 0 * 1,615 | (1) O * (family): O O ((major) five schools): O O 0O O ((major) five schools of Zen):
000000 ((major) five schools of Chinese Zen)
)0O* (-ist): OO0 (activist): D00 D0 O O0OO0O (feminism activist)
8 a* 1,496 | O * (person): U O O (cook): 0 OO ODOOMO (French cook)
9 a* 1,482 | O * (school): O O (school): O U (high school):
0000 (girl’s high school): OO OO OO (public girl’s high school)
10 0 * 1,425 | (1) O * (-er): U O (jockey): 0 U O OO OO (British jockey)
(2) O (technique(s)): O O O (prohibited technique(s), foul):
000000 (prohibited technique(s) in Sumo wrestling)
11 oo 1,356 | OO (person): U O OO (longevity person): [ O O U O (the oldest person):
0000000 (world’s oldest person): 0 0 00O O OO (former world’s oldest person)
12 oo 1,242 | O * (-er): U O (player): U U O U (baseball player):
OO000O00D0O00O00 (baseball player of Puerto Rico)

are at the bottoms of the long paths with
more than one modifiers. All in all, the re-
sult suggests that the structure of modification
needs to be carefully examined to have effec-
tive links between named entities and cate-
gories/classes of upper ontology.

3.4 Prospects for sense matches

In the example above, the hypernym matches
against WN-Ja are simple string-matches and
are not sense-matches, because sense disam-
biguation is not performed on any of the path
elements.

This is regrettable. Fortunately, the co-
occurrence information required for sense dis-
ambiguation on the upper-ontological ele-
ments, which have WN-Ja matches, is already
available in the paths as long as they are long
enough. Actually, it is intuitively obvious
that the terms with WN-Ja matches have suf-
ficiently specific senses, unless they are too
short. For example, J in O:00:0000
O0:00000000000 of9 of Fig-

ure 1 corresponds to agent-denoting suffix -er
of English, though it means “hand” when it is
used us an independent word. For, the English
translation of the path would be: -er: player:
sport(s) player: Georgian sport(s) player.'D
This can be contrasted with cases like U :[J [

0:000000 which can be translated into
technique(s): prohibited technique(s): pro-
hibited technique(s) in Sumo wrestling.

In Japanese analysis, recognition of sub-
lexical units like 0 in OO and O in O
O0O0O0O0O is unavoidable, because they
are bound morphemes that play a role in ba-
sic word-formation. To our great annoyance,
they are not always properly recognized in the
analysis using Japanese tokenizers because
they tend to treat them as single units when
combinations become conventional. For ex-
ample, there is no tokenizer that separates [
from 0 0 1%

Mincidentally, O is not the only morpheme that corre-
sponds to -er. 0 and O are other major possibilities.

12) Another complication for composite terminology is ob-
vious here. The most appropriate English translation of [



This implies that comparison of daughter
terms on the WN-Ja side would enable sense
matches; and that sense disambiguation is
easy to do if (i) enough positive examples
of specific senses are provided in compos-
ite form and (ii) similarity of a target term
against the composite positive examples can
be calculated. Thus, the only barrier is that
we do not have enough positive examples for
word senses in composite forms, arguing for
the building of sense tagged data with broad
coverage. In other words, if we build sense
tagged data based on Wikipedia, it would be
quite beneficial. We will try on this in fu-
ture using the method described in Toral et al.
(2009).

4 Discussion

The WN-Ja coverage over the original
hypernym-hyponym pairs was only 8%: that
is 8% of the extracted pairs were already
found within the Japanese WordNet.!?) This
means that most of the pairs extracted in
§2.4 are new additions to WordNet. We are
adding a great deal of new information to the
Japanese WordNet.

Looking at named entities specified as hy-
ponyms in the Wikipedia data and entities in
WN-Ja, there are a lot of “missing links” with
which various intermediate concepts can be
specified. Our impression is that these in-
termediate, concrete enough concepts are ex-
actly the concepts that people use to concep-
tualize the world around them. For example,
Sfamous rock singer (of a country) and former
member (of a group) in (1). We may assume
that they are building blocks in their mental
models. If this is correct, filling the missing
links would be very rewarding for NLP appli-
cations and related fields such as the Seman-
ticWeb. Admittedly, it needs more research to
validate this hypothesis.

Hypernym-hyponym pairs automatically
O0O0O0D0DO of 2in Figure 1 would be “commuter type”
(of aircraft) or “commuter model” (of aircraft) rather than
“commuter apparatus” or “commuter machine” even if the
most straightforward translation of O would be “apparatus”

or “machine.”
13)This comparison was made using WN-Ja 0.8.

acquired from Wikipedia cannot be linked
fully automatically. We required manual pro-
cessing for the hypernym cleaning. With
current extraction techniques lexical hierar-
chy data constructed fully automatically from
Wikipedia is very unlikely to be as precise as
WordNet’s synset hierarchies.

Finally, we would like to also note that
the kind of upper ontology specified in the
form of WordNet and similar lexical resources
would not be enough to cover the incredible
variety of ontological entities that appear in
Wikipedia. In particular, it contains quite a
lot of imaginary entities — most notably, a
full range of characters that appear in books,
movies, legends, and folk tales. It is under-
standable, however, that they are not just com-
ponents of people’s fantasies but are actual el-
ements of people’s realities. Sometimes, it be-
comes quite hard to tell if they are real or un-
real. Lexical resources like WordNet do not
currently provide a proper place to hold them
all. 'We may need to broaden the standard
upper ontologies to meet the specification re-
quirements by Wikipedia that seems to de-
scribe people’s realities without categorically
distinguishing between fact and fictions, be-
tween true and untrue facts, and between sci-
entific and unscientific knowledge. Wikipedia
can be a challenge for scientific categorization
because pieces of knowledge of all kinds are
mixed in it together. It would not be surprising
if no single upper ontology can successfully
handle it.

There has been much work on linking the
English Wikipedia to WordNet, with YAGO
(Suchanek et al., 2007) being a good exam-
ple. Our work differs in several ways. Triv-
ially, we are looking at Japanese, rather than
English. More interestingly, we only con-
sider only hypernym relations, while YAGO
considers a wide range of relations, such as
BornInYear and LocatedIn. On the
other hand, we consider a wider range of pos-
sible entities: YAGO only looks at Wikipedia
entries and their categories while Sumida et
al. (2008) considers the text within the en-
try. Because of this, there is no guarantee that



the terms we link are unambiguous entities, in
fact we collapse even Wikipedia disambigua-
tion pages. In future work, we hope to disam-
biguate these again, perhaps using automatic
methods such as Toral et al. (2009).

In future work, we hope to extend these
links to English, exploiting the multilingual
links in both WordNet and Wikipedia, in co-
operation with ongoing work on hyponymy
extraction in both languages Oh et al. (2009).

5 Conclusion

This paper described base hypernym ex-
traction from the hypernym-hyponym pairs
automatically acquired from the Japanese
Wikipedia. It then compared Wikipedia-
derived hypernyms and the lemmas of
WordNet-Ja by determining how many
matches there are at which levels. The results
suggest that neither of the two data sources
are redundant. This means that we cannot
fully dispense with WordNet-like, manually
developed high-precision lexical resources
even if we have Wikipedia. Thus, the two
kinds of resources are best understood as
complementary to each other. In fact, if they
are successfully coupled, we can finally have
links from named entities to abstract entities
in the upper ontology. The links help to form
the set of all encompassing, all inclusive
hierarchies that we long for.
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