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Most Frequent Sense: WSD Baseline

• Assigns the most frequent sense to every content words in 

the corpus

• Context is not considered while assigning senses

• For example: cricket [S1 : game sense S2: insect sense]

• If MFS (cricket) = S1

– A boy is playing cricket_S1 on the playground

– Cricket_S1 bites won't hurt you

– Cricket_S1 singing in the home is a sign of good luck



Motivation
• An acid test for any new Word Sense Disambiguation 

(WSD) algorithm is its performance against the Most 

Frequent Sense (MFS)

– For many unsupervised WSD algorithm this MFS baseline is also a 

skyline

• Getting MFS values requires sense annotated corpus in 

enormous amounts



Our Approach [UMFS-WE]
• An unsupervised approach for MFS detection using word 

embeddings

– Does not require any hand-tagged text

• Word embedding of a word is compared with sense 

embeddings to obtain the MFS sense with the highest 

similarity.

• Domain independent approach and can be easily ported 

across multiple languages



Word Embeddings
• Represent each word with low-dimensional real valued 

vector.

• Increasingly being used in variety of Natural Language 

Processing tasks.



Word Embeddings Tool
• word2vec tool (Mikolov et. al, 2013)

– One of the most popular word embedding tool

– Source code provided

– Pre-trained embeddings provided

– Based on distributional hypothesis



Word Embeddings Tool contd..
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Word Embeddings Tool contd..
• word2vec tool (Mikolov et. al, 2013)

– It captures many linguistic regularities

– Vector(king’) –Vector(‘man’)+Vector[‘woman’]=> 

Vector(‘queen’)



Sense Embeddings
• Sense embeddings are obtained by taking the average of 

word embeddings of each word in the sense-bag

• 𝑆𝑖 - ith sense of a word 𝑊

• N - Number of words present in the sense-bag 𝑆𝐵(𝑆𝑖)

• The sense-bag for the sense 𝑆𝑖 is created as below,

• Features(𝑆𝑖) - WordNet based features for sense 𝑆𝑖

𝑣𝑒𝑐 𝑆𝑖 =
 𝑥∈𝑆𝐵(𝑆𝑖)𝑣𝑒𝑐(𝑥)

𝑁

SB(𝑆𝑖)={x|x - Features(𝑆𝑖)}



MFS Detection
• We treat the MFS identification problem as finding the 

closest cluster centroid  (i.e., sense embedding) with respect 

to a given word. 

• Cosine similarity is used. 

• Most frequent sense is obtained by using the following 

formulation,

 𝑣𝑒𝑐 𝑊 - word embedding of a word 𝑊

 𝑆𝑖- ith sense of word 𝑊

 𝑣𝑒𝑐(𝑆𝑖) - sense embedding for 𝑆𝑖

𝑀𝐹𝑆𝑤 = argmax
𝑆𝑖

cos(𝑣𝑒𝑐



MFS Detection

02232196: cricket (leaping insect; male 

makes chirping noises by rubbing the 

forewings together)

00477400: cricket (a game played with a 

ball and bat by two teams of 11 players; 

teams take turns trying to score runs) 
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MFS Detection contd..
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Experiments 
A. Experiments on WSD

1. Experiments on WSD using Skip-Gram model 

• Hindi (Newspaper) 

• English (SENSEVAL-2 and SENSEVAL-3)

2. Experiments on WSD using different word vector models 

3. Comparing WSD results using different sense vector models

• Retrofitting Sense Vector Model (English)

4. Experiments on WSD for words which do not exists in SemCor

B. Experiments on selected words (34 polysemous words 

from SENSEVAL-2 corpus)

1. Experiments using different word vector models

2. Comparing results with various sizes of vector dimensions



Experiments 
A. Experiments on WSD

1. Experiments on WSD using Skip-Gram model 

• Hindi (Newspaper) 

• English (SENSEVAL-2 and SENSEVAL-3)



[A.1] Experiments on WSD using 
skip-gram model

• Training of word embeddings:

– Hindi:     Bojar (2014) corpus (44 M sentences) 

– English:  Pre-trained Google-News word embeddings

• Datasets used for WSD:

– Hindi: Newspaper dataset

– English:  SENSEVAL-2 and SENSEVAL-3 

• Experiments are restricted to polysemous nouns. 



[A.1] Results on Hindi WSD



[A.1] Results on English WSD



[A.1] Results on WSD contd..
• F-Score is also calculated for increasing thresholds on the 

frequency of nouns appearing in the corpus.

Hindi WSD



[A.1] Results on WSD contd..

English WSD



[A.1] Results on WSD contd..
• WordNet feature selection for sense embeddings creation

Sense Vectors  Using 

WordNet features

Precision Recall F-measure

SB 51.73 38.13 43.89

SB+GB 53.31 52.39 52.85

SB+GB+EB 56.61 55.84 56.22

SB+GB+EB+PSB 59.53 58.72 59.12

SB+GB+EB+PGB 60.57 59.75 60.16

SB+GB+EB+PEB 60.12 59.3 59.71

SB+GB+EB+PSB+PGB 57.59 56.81 57.19

SB+GB+EB+PSB+PEB 58.93 58.13 58.52

SB+GB+EB+PGB+PEB 62.43 61.58 62

SB+GB+EB+PSB+PGB+PEB 58.56 57.76 58.16

SB: Synset Bag
GB: Gloss Bag
EB: Example Bag
PSB: Parent Synset Bag
PGB: Parent  Gloss Bag
PEB: Parent Example 
Bag

Table: Hindi WSD results using various WordNet features for Sense Embedding creation



Experiments 
A. Experiments on WSD

1. Experiments on WSD using Skip-Gram model 

• Hindi (Newspaper) 

• English (SENSEVAL-2 and SENSEVAL-3)

2. Experiments on WSD using different word vector models 



[A.2] Experiments on WSD using various 
Word Vector models

Word Vector Model Dimensions

SkipGram-Google-News (Mikolov et. al, 

2013)

300

Senna (Collobert et. al, 2011) 50

MetaOptimize (Turian et. al, 2010) 50

RNN (Mikolov et. al, 2011) 640

Glove (Pennington et. al, 2014) 300

Global Context (Huang et. al, 2013) 50

Multilingual (Faruqui et.al, 2014) 512

SkipGram-BNC (Mikolov et. al, 2013) 300

SkipGram-Brown (Mikolov et. al, 2013) 300

• We compared MFS results on various word vector models 

which are listed below:



WordVector Noun Adj Adv Verb

SkipGram-Google-

News 54.49 50.56 47.66 20.66

Senna 54.49 40.44 28.97 21.9

RNN 39.07 28.65 40.18 19.42

MetaOptimize 33.73 36.51 32.71 19.83

Glove 54.69 49.43 39.25 18.18

Global Context 48.3 32.02 31.77 20.66

SkipGram-BNC 53.03 48.87 39.25 23.14

SkipGram-Brown 30.29 48.87 27.10 13.29

Table: English WSD results for words with corpus frequency > 2

[A.2] Experiments on WSD using various 
Word Vector models contd..



Experiments 
A. Experiments on WSD

1. Experiments on WSD using Skip-Gram model 

• Hindi (Newspaper) 

• English (SENSEVAL-2 and SENSEVAL-3)

2. Experiments on WSD using different word vector models 

3. Comparing WSD results using different sense vector models

• Retrofitting Sense Vector Model (Jauhar et al, 2015)



WordVector SenseVector Noun Adj Adv Verb

SkipGram-Google-

News Our model 58.87 53.53 46.34 20.49

Retrofitting 47.84 57.57 32.92 21.73

Senna Our model 61.29 43.43 21.95 24.22

Retrofitting 6.9 68.68 21.95 1.86

RNN Our model 42.2 26.26 40.24 21.11

Retrofitting 10.48 62.62 21.95 1.24

MetaOptimize Our model 37.9 50.5 31.7 18.01

Retrofitting 10.48 62.62 21.95 1.24

Glove Our model 58.33 53.33 39.02 17.39

Retrofitting 9.94 62.62 21.95 1.24

Global Context Our model 53.22 37.37 24.39 19.25

Retrofitting 12.36 68.68 21.95 1.24

SkipGram-Brown Our model 29.31 60.6 23.17 11.42

Retrofitting 11.49 68.68 21.95 1.26

Table: English WSD results for words with corpus frequency > 2

[A.3] Results on WSD
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4. Experiments on WSD for words which do not exists in SemCor



[A.4] English WSD results for SEMEVAL-2 
words which do not exist in SemCor

Word Vector F-score

SkipGram-Google-News 84.12

Senna 79.67

RNN 24.59

MetaOptimize 22.76

Glove 79.03

Global Context 28.09

Multilingual 35.48

SkipGram-BNC 68.29

SkipGram-BNC+Brown 74.79

proliferate, agreeable, bell_ringer, audacious, disco, delete, prestigious, option, peal, impaired, ringer, flatulent, 
unwashed, cervix, discordant, eloquently, carillon, full-blown, incompetence, stick_on, illiteracy, implicate, galvanize, 
retard, libel, obsession, altar, polyp, unintelligible, governance, bell_ringing.
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[B.1] Experiments on selected words
• 34 polysemous nouns, where each one has atleast two senses and which 

have occurred at least twice in the SENSEVAL-2 dataset are chosen

Token Senses Token Senses

church 4 individual 2

field 13 child 4

bell 10 risk 4

rope 2 eye 5

band 12 research 2

ringer 4 team 2

tower 3 version 6

group 3 copy 3

year 4 loss 8

vicar 3 colon 5

sort 4 leader 2

country 5 discovery 4

woman 4 education 6

cancer 5 performance 5

cell 7 school 7

type 6 pupil 3

growth 6 student 2



[B.1] MFS Results on selected words

Word Vectors Accuracy

SkipGram-BNC 63.63

SkipGram-Brown 48.38

SkipGram-Google-News 60.6

Senna 57.57

Glove 66.66

Global Context 51.51

Metaoptimize 27.27

RNN 51.51

Multilingual 63.4

Table: English WSD results for selected  words from SENSEVAL-2 dataset
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[B.2] Comparing MFS results with various sizes 
of vector dimensions

Word Vectors Accuracy

SkipGram-BNC-1500 60.61

SkipGram-BNC-1000 60.61

SkipGram-BNC-500 66.67

SkipGram-BNC-400 69.69

SkipGram-BNC-300 63.64

SkipGram-BNC-200 60.61

SkipGram-BNC-100 48.49

SkipGram-BNC-50 51.52



MFS for Indian Languages
• Polyglot word embeddings are used for obtaining MFS.

– word embeddings are trained using Wikipedia data.

• Currently, system is working for Marathi, Bengali,Gujarati, 

Sanskrit, Assamese, Bodo, Oriya, Kannada, Tamil, Telugu, 

Malayalam and Punjabi.

• Due to lack of gold data, we could not evaluate results

• APIs are developed for finding the MFS for a word

https://sites.google.com/site/rmyeid/projects/polyglot


Conclusion
• An unsupervised approach is designed for finding the MFS 

by using word embeddings.

• Tested MFS results on WSD and some selected words.

• Performance is compared with different word vector models 

and various size of the dimensions.

• Our sense vector model always show better results on 

nouns, verbs and adverbs as compared to retrofitting model. 

• Approach can be easily ported to various domains and 

across languages. 

• APIs are created for detecting the MFS for English and 

Indian languages.



Future Work
• Domain Specific MFS evaluation

• Evaluation on more languages

• Evaluation of  MFS of tatsama words on closely related 

family of languages

• Try different heuristics sense embeddings creation

• Use different sense repositories like Universal WordNet

• Automatic synset rankings can be done using the same 

approach with mixed-domain corpora
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Extra slides



Evaluating the quality of Hindi Word Vectors
• We created a similarity word pair dataset by translating the 

standard similarity word pair dataset (Agirre et al., 2009) 

available for English. 

• Three annotators were instructed to give the score for each 

word-pair based on the semantic similarity and relatedness. 

• The scale was chosen between 0 - 10. 

• Average inter-annotator agreement = 0.73



Why Word Embeddings?
• Consider the one hot representation for words “song” and 

“music”

[“song”] = [1 0 0]

[“music”] = [0 1 0]

[“box”]  =  [0 0 1]

• similarity (“song” , “music”) = ?

• In general, we can not capture the similarity between any 

two words using one hot representation



Distributional Hypothesis
• Similar words occur in similar context (Harris, 1954)

• Consider following example,

I ate “X” in the restaurant.

“X” was very spicy.

I like to eat “X” with only chopsticks.

• What is “X ” ?



Distributional Hypothesis contd..
• Similar words occur in similar context (Harris, 1954)

• Consider following example,

I ate “X” in the restaurant.

“X” was very spicy.

I like to eat “X” with only chopsticks.

• What is “X ” ?
– A food item



Distributional Hypothesis contd..
• Similar words occur in similar context (Harris, 1954)

• Consider following example,

I ate “X” in the restaurant.

“X” was very spicy.

I like to eat “X” with only chopsticks.

• What is “X ” ?
– A food item

• How humans recognized what word “X ” could be ?

– looking at the context in which “X ” appears

{“ate”, “restaurant”, “very spicy”, “eat”, “chopsticks”}



Distributional Hypothesis contd..
• Similar words occur in similar context (Harris, 1954)

• Consider following example,

I ate “X” in the restaurant.

“X” was very spicy.

I like to eat “X” with only chopsticks.

• What is “X ” ?
– A food item

• How humans recognized what word “X ” could be ?

– looking at the context in which “X ” appears

{“ate”, “restaurant”, “very spicy”, “eat”, “chopsticks”}

• What is “Y” in “Y was not that spicy”



Distributional Hypothesis contd..
• Co-occurrence matrix

X and Y are represented as,

X = [0 0 1 1 0 0 1 1 0 0] Y = [0 0 1 0 1 0 1 0 1 1]

X Y ate restaurant kitchen sweet spicy chopsticks spoon drink

X 0 0 1 1 0 0 1 1 0 0

Y 0 0 1 0 1 0 1 0 1 1

ate 1 0 0 1 0 0 1 1 0 0

.

.

drink 0 1 0 0 1 1 0 0 1 0


