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Abstract selected domain corpora and subsequently hand-

We present a new methodology for the semi- !nspectlng analyses a_lnd selecting the m_tended read-
automated maintenance of a treebank built from ing(s) for each input item. Annotation (i.e. manual
%ﬂaly;ei of a _COcl;n]cputatlqual géartnmar Iand Bgaugde parse selection) in Redwoods builds on the notion of
e effort required for each update cycle. Base C .
on a decade of large-scale grammar engineering ele_mentarydlscrlm_lnan(garter, 1997), basic prop-
experience, we propose a tight integration of tree- erties of sub-constituents in the parse forest that ac-
bank maintenance with the continuous evolutionof - count for contrasts (i.e. local sources of ambiguity)
a ‘deep’ computational grammatr. N . .
among analyses. Discriminants—competing lexical
1 Background & Motivation entries, for example, or a choice of using the head —
Moving (on) into the new millennium, it has be- complement vs. hea_ld—adjunct_schemato build a to-
ken phrase—are fairly easy to judge, even for non-

come common-place folklore in our field to ac- q bi ) h
cept the complementary nature of linguistic (‘Sym_experts, and enable annotators to navigate the parse

bolic’) and stochastic (‘data-driven’) approaches téorest qU|_cI_<Iy. Using a spemallzeq tO,OI’ each ar_‘”‘?‘
NLP. A majority of NLP taks and applications,tator decision on accepting or rejecting a discrimi-

today, requires the combination of both researchant results in the elimination of large parts of the
strains, and, accordingly, linguistic description anda’se forest, so that a small number of local de-

machine learning are no longer viewed as competinﬂSions_ typically ,Wi” be 'sufficient to disambiguqte
paradigms. At the same time, there is an emergin ven highly ambiguous inputs. Table 1 summarizes
demand for ‘richer’ annotation of training corpora,t € R?dWOOdS development status_to date. .
specifically treebanks that include more than coarse- WWhile the general Redwoods philosophy is well-
grained phrase structure information. With few exdocumented, in the following we motivate a tight
ceptions (notably the Prague Dependency Bank; Hltegration of treebank maintenance and grammar
jic, 1998), however, work on more closely relating'®9ression testing (Section 2) and present a novel

the actual annotations in treebanks to contemporaES}ethOdOIOQ_y for mostly-automated treebank  up-
linguistic research is largely lacking. ates (Section 3); empirical results from two update

The LinGO Redwoods Treebank (Oepen et a|gycles and subsequent grammar development_expe-
2002) is a treebank comprised entirely of analy!'€NCe strongly suggest that the proposed coupling of

ses derived from a broad-coverage computationdf@mmar engineering and corpus maintenance offer
grammar, the LinGO English Resource Grammai "€W quality of revision engineering, with mutual
(ErRG, Flickinger, 2000). TheeRG is a large-scale P€Nefits to both tasks.

HPSG ?mplementation, _actively develope_d at Stgnz Treebanks in Grammar Engineering

ford since 1993, and its analyses provide precise, _

fine-grained syntactic and semantic informationfhe challenges in large-scale grammar development
Minimal Recursion Semantics (MRS) is the genare many-fold and multi-dimensional, and rigorous
eral framework for meaning representation. Buildand systematic regression testing on structured test

ing on an array of existing software tools for pro—————
9 y g P 1Up to now, the treebank was mainly used for training and

cessing with theerG (and similar grammars), the_ evaluation of stochastic parse selection techniques (Toutanova
Redwoods Treebank was constructed by parsirggManning, 2002).



corpora was found central to our empiricist methqd'fable 1: LinGO Redwoods Development status. Data from
ology dubbedcompetence and performance profilthree sources has been annotated systematically, viz. VerbMo-
ing (Oepen & Flickinger, 1998); subsequently, webil dialogues, ecommerce customer email, and excerpts from

. . rism brochures; sections highlighted in italics are maintained
demonstrated how precise, near-instantaneous feéﬁﬁ)ugh each grammar revision, together with a fourth data set

back on grammar revisions and fine-grained recofghe TREc-8 questions), although it is not formally part of Red-
keeping can enable truly parallel development, j.avoods. The columns are, from left to right, the number of

ltinl . . ibuti sentences f{'), average length ([’), and structural ambiguity
multiple grammarians at remote sites contributing t? x"), broken down for three subsets, viz. items (i) for which

the same resource on a daily basis (Oepen, Bendeifinotators rejected all analyses derived from the grammar (no
Callmeier, Flickinger, & Siegel, 2002). active trees), (i) where annotation resulted in exactly one pre-

_ferred analysis (one active tree), and (iii) where full disambigua-
In more recent work, we have found that the availtion was not accomplished (more than one active tree).

ability of Redwoods-type treebanks offers a new

active=0 active=1 active> 1
grade of ‘holistic’ regression testing. Knowledge o x ¢ I x|t | x
about the intended analysis at various levels (e.g. 85 VMg | 15 143 8670 3811 79 111/ 0 00 O
a specific derivation, labeled parse tree, or MRS s& VM 13|248 108 80| 2028 87 59 3 155 198
mantics) facilitates focussed comparison of result§ YM31 (216 101 95/ 1746 75 30| 5 84 20
obtained from a grammar revision to earlier records;, VMgp| 16 118 57] €81 84 53 0 00 O
Where additional analyses have been added, for €3-ECpa |156 102 19| 1026 82 12| 9 82 13
gmp!e, we can still confirm that t.he .right deriva-g Eggs 1;111 if; 122 1223 gg ﬁ Zg iéi i;
tion is among them; where the derivation itself ma@ ECoc| 38 131 259 1144 74 47| 2 60 21
have changed, the labelled tree or MRS may stilTREC | 4 115 86| 662 79 20/ 0 00 O
be equivalent; reading the MRS off the intended HIKE 1 220 876/ 318 129 187/ 0 00 O
parse enables targeted batch testing of the generatioffotal [919 111 229[13403 81 60[48 105 42

component and, among others, confirmation that the

original string is among the paraphrases. In suMgiminants disambiguate (often) isolated local re-

mary, testing against a disambiguated parsed corpggns of alternation—and do so by virtue of (mostly)

has become a central component in grammar develdependent syntacto-semantic properties—even in
opment, and each new grammar release is NoW &g presence of major changes in the grammar at
companied by an update of (substantial parts of) thgast part of the disambiguating decisions should be
corresponding treebank. reusable. Furthermore, whenever annotators toggle
3  Treebank Maintenance a discriminant, the software determines the set of de-

_ cisions entailed by the decision just made, i.e. nega-
Among the more challenging aspects of our Redye giscriminants that are incompatible with the re-

woods research was the search for a methodology,ining set of active parses or positive discriminants
for automated updates of the treebank, to keep traglfat are known to be equivalent to the one just tog-
with the continuous evolution of the underlying ”n'gled. Both types of decisions are recorded at anno-
guistic framework. We have arrived at an innoVaation time and—in conjunction with the (desirable)

tive procedure that—crucially building on the no-reqyndancy already present in the use of partly over-

tion of elementary linguistic discriminants—allows|apping discriminants—make the record keeping of
us to maintain the treebank with minimal manual ef'disambiguating potential’ highly redundant.

fort. In fact, our semi-automatic update procedure A full, semi-automated update cycle for the Red-

directly helps grammarians in identifying and isoyyoods treebank proceeds along the following steps:
lating effects of changes made in the grammar.

Generally speaking, the update procedure at{l) COTPUS preparalltion u,sing the new grammar,
tempts to carry forward the disambiguating deci- obtain a new target _corpus by_ r“_””'”!? the
sions made by annotators from one (older) ver- parser on it and recording all derivations in the
sion of the base corpus to a newer version (ob- [incr tsdb()] database;
tained by re-parsing the data with a revised gram{2) automated updatefor each item in the new
mar). As annotator decisions on elementary dis- corpus, extract the set of discriminants and in-



tersect it with recorded decisions for this Sen:I'able 2: Quantitative assessment of evolution between the June

tence in the earlier corpus; 2001 and October 2002 versions of theG. The column la-
. . . beledA indicates the differential of change, where two values
(3) manual resolution a user-supplied predicate indicate that part of the original was eliminated while, at the

decides, for each item, whether the update wegme time, new objects were added. The apparently stable ab-

. . . solute numbers of appropriate features, for example, are mis-
successful and complete; remaining items rqéading in that the two sets only intersect in 137 elements, i.e.

guire subsequent annotator inspection. nine original features were replaced by ten new features.
Although for a grammar like therG it can be as- ___ jun-01  oct-02 A
sumed that the basic phrase structure inventor an(i/IStInCt features 148 149 1 —6% +7%

_ asIC phrase ntory ang e hierarchy 3,062 3895  +27%
granularity of lexical distinctions have stabilized t0 grammar rules 86 94 | —11% +26%
a certain degree, it is not guaranteed (i) that one selexical types 400 580 +45%
of discriminants will always fully disambiguate a IsemaTt'th?'at'O“S g’igg g-;gi +é‘21§

XIcal entries y , + 0
more recent set of analyses for the same utteranc s of SoUrce 25847 32199 25%

(as the grammar may introduce additional distinc-
tions, i.e. more ambiguity), (ii) nor that all recorded
discriminants will have a matching property in thecordingly, the ‘distance’ between the two versions
new corpus (i.e. where the grammar has recast of the grammar used in the treebank update reported
simply collapsed distinctions), (i) nor that (seem-here is exceptionally large. Table 2 compiles a sum-
ingly) successfully re-playing a history of disam-mary of changes made to the grammar between June
biguating decisions will necessarily identify the cor2001 and October 2002Between the twe&RG ver-
rect, preferred analysis for all sentences. Whilgions, differentials range between fourteen and forty
the third observation suggests that, in principle, onfive per cent for some central measures. Clearly, the
might arrive at a dis-preferred parse even when asicope of the update problem is much bigger in this
recorded discriminants match the new corpus arffenario than would usually be expected.
yield the expected number of active parses (typically Practical update results are summarized in Ta-
one), this is of no concern in practice: a grammaible 3, showing a range of relevant measures. The up-
ian would have to deliberately rename and systematate procedure itself provided immediate feedback
ically swap elementary properties to achieve such a@o the grammarian that resulted in a series of three
effect. Likewise, the second source of potential misengineering cycles iterating the update procedure
matches in the update cycle (viz. item (ii) from ourand further revisions to the grammar as a response
list) is mitigated to a certain extent through the overto observations made during the update cycle; this
lap (redundancy) in the recorded decisions. Finallynicro-level experimentation was carried out on two
the first concern (item (i) above) directly relates tmf the four VerbMobil dialogues, while the remain-
information that should usually be highly relevant tdng two were only updated once the grammarian had
the grammar writer when assessing the impact of reenverged on the final version of teeG for the 39
cent changes made to the grammar. Growth treebank. The direct transition from the June
To gauge the practical feasibility of our update2001 to the October 2002 version is depicted in the
procedure, we analyzed records obtained during thgper half of Table 3 and shows that close to sixty
first semi-automated Redwoods update cycle (resufter cent of the (ambiguous) sentences in the corpus
ing in the 39 Growth version). For this exercise torequired no manual intervention, i.e. no additional
be a strong measure of how much disambiguating imnnotator decisions to fully disambiguate the parse
formation can be retained across grammar changdsrest after the application of recorded discriminants
we let close to eighteen months pass before attemitom the earlier corpus. This surprising result comes
ing the first update. Between June 2001 and Octobdespite the fact that roughly half of the discriminants
2002, theerG was actively used in buildingacom-____
mercial product (for automated email response) and 2Although it is in general hard to quantify grammar evolu-
. . . tion and compare across grammar versions, some of the mea-
adapted from the original VerbMobil (spoken dia

) ) “sures reported in Table 2 immediately pertain to the type of in-
logue) domain to ecommerce customer emails. Adermation used in Redwoods discriminants.



Table 3: Quantitative summary of semi-automated update, considering ambiguous items only: the table reflects the amount of
manual intervention for two distinct update scenarios, viz. one update after eighteen months of grammar evolution and a second
after three weeks (labeledM; 3, 31" and ‘VMg , 35, respectively). Each data setis aggregated by the number of manual decisions
(the parametenewrecorded by the software) required in the update for full disambiguation of the new corpus, where Biew
indicates a fully-automated update. The columns are, from left to right, the total number of items in each aggregate, average number
of active (‘in’) and rejected (‘out’) parses in the original corpus, average number of discriminants that were successfully carried
over (‘yes’) or had to be discarded (‘no)’, in and out parses in the new corpus after applying the discrimants, average number of
additional (manual) annotator decisions, and the ultimate number of in and out parses.

_ _original matches _ update ~ final
Aggregate |teEns |qr; ogt y(gs go |$ o(l;t nqeﬁw |£ ogt
S new=0| 1421 | 11 236 | 81 85 | 1.0 139 | 00 | 1.0 139
& new=1| 708 | 11 381 | 69 98 | 22 296 | 10 | 10 308
; new>2 | 273 | 1.3 615 | 121 152 | 42 720 28 | 1.0 752
> Total 2402 | 1.1 322 | 82 96 | 18 251 | 06 | 1.0 259
~ hew=0| 2195 |10 722 |172 10 | 10 693 | 00 | 1.0 693
? new=1| 73 |10 319 | 117 14 | 22 1160 | 1.0 | 1.0 1173
2@ new>2 | 20 |10 1926 | 133 08 | 167 2975 | 29 | 1.0 3132
> Total 2288 |10 720 | 170 11 | 12 728 | 01 | 10 730

had to be discarded during the update because thear engineering is immediately beneficial to both
no longer had a corresponding property in the tatasks. A similar observation holds for experimen-
get parse forest. For the remainder of the data setation with stochastic models trained on the Red-
slightly smaller percentage of the recorded decisiongoods data—thereby adding another dimension to
could be re-used (for an overall average re-use rat@ur holistic testing scenario—which we plan to doc-
of forty six per cent), but still the vast majority of ument in comparable detail in the near future.
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