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1 MRD-based Word Sense Disambiguation: Extensions and Applications

Research Objectives

e To develop/advance (unsupervised/supervised) baseline methods
for MRD-based WSD (esp. for the Hinoki Sensebank)

e To apply/extend dictionary definition-based WSD methods over
Japanese data

e To explore the use of sense-disambiguated ontologies in definition-
based WSD
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Japanese Semantic Lexicon (Lexeed)

e The most familiar words of Japanese

* Familiarity is estimated by psychological experiments
* All words with a familiarity > 5.0 (1...7)

e 28,000 words and 47,000 senses
e Covers 75% of tokens in a typical newspaper

e Rewritten so definition sentences use only basic words (and function
words)

— closed-world lexicon
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INDEX
Pos

SENSE 1

FAMILIARITY  6.53 [1-7]

Lexeed Dictionary — Dog;

] 2nu

noun

DEFINITION

EXAMPLE

FREQUENCY 67

O 0000 oo O
A carnivorous animal of the canidae family .

oo ood oo ouodo ogdgood ood O

Kept domestically from ancient times; loyal to their owners.

O OO0 O0ooo Oooo o
There are many households that keep dogs.
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Hinoki Sensebank

e All content words in definition and example sentences 5-way sense
annotated (and resolved to majority sense)

e All definitions and example sentences treebanked using JACY

e Ontology induced from sensebank based on parsed definition
sentences, with relation types hyper/hyponyms, domains,
meronyms and synonyms

e Senses also linked to GoiTaikei and WordNet
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INDEX
Pos

SENSE 1

Hinoki Sensebank — Dog;

] 2nu

noun

FAMILIARITY  6.53 [1-7]

DEFINITION

EXAMPLE

0,00 00,000
A carnivorous animal of the canidae family .

g, o000 oo, oo g0, o0ggodg, o odg o

Kept domestically from ancient times; loyal to their owners.

O, 000,000 0s000,0
There are many households that keep dogs.
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Lexeed Dictionary — Dog;

' INDEX O nu
Pos noun
FAMILIARITY 6.53 [1-7]

‘DeFINITION OO OO0 0O OO0 0000 O
A secret agent for the police, etc. A spy.
EXAMPLE OO0 O0d.0d0oooo ooodd
| want to turn into anything but a police spy.

SENSE 2
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Hinoki Sensebank — Dog,

' INDEX O nu
Pos noun
FAMILIARITY 6.53 [1-7]

DerFINITION 00,00 0 000,0 000,00
A secret agent for the police, etc. A spy.
EXAMPLE 00,0 0,000 000,00 00 0
| want to turn into anything but a police spy.

SENSE 2
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OK, OK ... but why MRD-based WSD?

e MRD-based WSD shown to provide very high unsupervised baseline
(e.g. Lesk algorithm in Senseval tasks)

e Suitable for all words WSD tasks (no data bottleneck)

e MRDs have (relatively) high availability compared to sensebanked
data

e MRD-based WSD is easily adaptable to new MRDs, languages
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Basic Algorithm (Lesk++)

for each word w; in context w = wjws...w,, do
for each sense s; ; and definition d; ; of w; do

score(s; ;) = simalarity(w \ w;, d; ;)
end for

s = argmax; score(s; ;)

end for
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Original Lesk (Lesk, 1986)
e similarity = simple set intersection

e Example:

«Input: 00000 |0 |0 000D -{00000,00}
«~dog;: {0,00,00,00,00,00,000,00 }

stmilarity (Input, dog,) = 1
«doge: {00 ,000,000 }
stmilarity (Input, dog,) = 0
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Extended Lesk (Banerjee and Pedersen, 2003)

o simularity defined relative to each context word w; and
RELPAIRS, e.g. {{def, def), (hype, hype), (hypo, hypo) }:

simalarity (w;, w;) = Z score( R (w;), Rn(w;))
(Rm,Rn) ERELPAIRS

e score based on square of length of longest substring match

e Only ever compare definitions to definitions (never directly to
context)
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e Example:

~Input: OOO0O0O |0 |000 00 -{0000O0O,00 }
* dogyq:

(def (nicey), def (dogy)) + score(hype(nicey), hype(dogy))—+
score(hypo(nicey), hypo(dog)) + score(def (nices), def (dogy)) +
score(def (keepy), def (dog1)) + score(hype(keepy), hype(dogy))+
score(def (keeps), def (dogy)) + ...
xdogy: {0D,000,000 }
score(def (nicey), def (doga)) + score(hype(nicey), hype(dogs))+
score(hypo(nicey), hypo(dogs)) + score(def (nices), def (dogs)) +
score(def (keepy), def (dogs)) + score(hype(keepy), hype(dogs))+
(def (keeps), def (doga)) +
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Our Method

e stmilarity defined based on Dice coefficient:

. 2|1AN B
simpice(4, B) = |1Jl| n |Bl
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e Similarly to basic Lesk, compare context words with definitions:

* Input: U OOOO | O

00000 —-{00000,00 )

«~dog;: {0.,00,00,00,00,00,000,00 }

2
stmilarity(Input, dog,) = —

10

«~dogy: { 00,000,000 )

0
similarity (Input, dog,) = -
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e Similarly to Banerjee and Pedersen, 2003, expand definitions based
on ontological relations, but into single expanded term vector (c.f.
query expansion)

« dogi+hype: {0 ,00,00,00,00.00.,000.,00

}

2
stmilarity (Input, dog, ) = e
« dogot+hype: { 00,000,000 }

0
similarity (Input, dog,) = -
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e Different to Banerjee and Pedersen, 2003, expand out the definition
to include the definition of each content word (context-sensitive or

context-insensitive)

e Example (sense-sensitive):

* dogi1+hype: { O, OO, OO,
L,00 )

e Example (sense-insensitive):

* dogi+hype: { O, 00,
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The Nitty-gritty Details
e Ontological relations: hypernymy, hyponymy and synonymy (only)
e Token representation: characters vs. words

e Evaluate in terms of simple accuracy (100%-recall method)
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Outline of the Datasets

e Training data: Hinoki definition sentences

e [est datasets:

* Hinoki example sentences
* Senseval-2 Japanese dictionary task

e For all three datasets, each open-class word is multiply sense-
annotated, and sense-arbitrated relative to the majority annotation
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Results over the Hinoki Example Sentences

SENSE-SENSITIVE

SENSE-INSENSITIVE

WORD CHAR WORD CHAR
UNSUPERVISED (RANDOM) BASELINE:
SUPERVISED (FIRST-SENSE) BASELINE:
Banerjee and Pedersen, 2003
simple 0.469 0.524 0.469 0.524
+syn 0.560 0.538 0.548 0.543
+hyper 0.559 0.539 0.548 0.537
+hypo 0.656 0.644 0.655 0.644
~+hyper +hypo 0.648 0.641 0.629 0.630
+syn +hyper +hypo 0.650 0.633 0.627 0.623
+extdef 0.489 0.527 0.489 0.527
+extdef +syn 0.577 0.560 0.551 0.543
+extdef +hyper 0.577 0.563 0.551 0.542
+extdef +hypo 0.653 0.646 0.649 0.644
+extdef +hyper +hypo 0.683 0.671 0.631 0.627
+extdef +syn +hyper +hypo 0.680 0.661 0.632 0.621
AVERAGE 0.579 0.576 0.560 0.566
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Summary of Results over the Example Sentences

Definition expansion via the ontology produces significant

performance gains (esp. hyponmys)

Definition-level expansion has little impact

Sense information helps out a bit (~4% absolute increment)

Little difference between character and word tokenisation (other

than for most basic methods)

Best results better than Banerjee and Pedersen, 2003 and first-sense

baseline
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Breakdown across Word Classes

ALL NouUN VERB ADJ ADv

UNSUPERVISED (RANDOM) BASELINE:  0.527  0.641  0.252 0.415 0.564

simple 0469 0.620 0.145 0.294 0.388
+syn 0.560 0.679 0.281 0.420 0.609
+hyper 0.559 0.679 0.281 0.384 0.609
+hypo 0.656 0.747 0.432 0571 0.645
WORD ~+hyper +hypo 0.648 0.739 0.423 0.553 0.653
+syn +hyper +hypo 0.650 0.743 0419 0.615 0.665
+extdef 0.489 0.630 0.179 0.306 0.451
+extdef +syn 0.577 0.717  0.282 0.315 0.590
+extdef +hyper 0.577 0.717 0.282 0.380 0.590
+extdef +hypo 0.653 0.741 0.434 0584 0.664
+extdef +hyper +hypo 0.683 0.789 0.429 0.574 0.644

+extdef +syn +hyper +hypo  0.680 0.785 0.428 0.619 0.659
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Summary of Results for different POS

e Verbs (as always) a hard nut, but also the word class that benefits
most from the proposed method

e Hyponyms particularly effective for verb and adjective WSD
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Results over Senseval-2

SENSE-SENSITIVE

SENSE-INSENSITIVE

WorD  CHAR WORD CHAR
UNSUPERVISED (RANDOM) BASELINE: 0.310
SUPERVISED (FIRST-SENSE) BASELINE: 0.577
simple 0.404 0.373 0.404 0.341
+extdef 0.420 0.362 0.420 0.329
~+hyper 0.441 0.450 0.425 0.426
+hypo 0.568  0.577 0.616 0.610
+hyper +hypo 0.585 0.591 0.596 0.608
+extdef +hyper 0.451 0.484 0.371 0.432
+extdef +hypo 0.616 0.630 0.610 0.622
+extdef +hyper +hypo 0.624 0.624 0.593 0.602
AVERAGE 0.514 0.511 0.504 0.496
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Summary of Results over Senseval-2

e Same basic trends as for the Hinoki example sentence data (but
less increment for sense-sensitivity)

e Points of comparison:

» best result (0.630) = E.R.R. of 11.1%, c.f. E.R.R. of 21.9%
for the best of the (supervised) WSD systems in the original
Senseval-2 task
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Miscellaneous Reflections

e Ontology has a big impact on results (esp. homonyms)

e Impact of sense-sensitivity (i.e. large-scale sense annotation) slight
but appreciable

e Little to separate characters from words

e We blurr the boundary between unsupervised and supervised WSD
somewhat in using the sense annotations in the definition sentences
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Other Miscellaneous Results

e Tried segment weighting (TF-IDF), but it had very little impact

e [ried segment bigrams vs. unigrams, but unigrams tended to work
better

e Tried stop word filtering (specific to dictionary domain), but it had
little impact

e Tried applying POS constraints, but they had little impact on
results
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Applications of WSD

e WSD is all well and good, but ...

e Murmurings in recent years in the WSD community about what's
it all about ...

e Notable successes of WSD in broader context: SMT, Penn
Treebank parsing

e Applications of Hinoki WSD:

* parse selection (Fujita et al., 2007)
* context-sensitive glossing (Yap and Baldwin, 2007)
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Imagine

BAEATEL HOHEZ T NG
HLECHICHEE LIS BIEIBIFEILTAS
B ~TRDILATEIE BhEYEE-T
gEx Lifa=s

MOBENEFBEUNTHECAT
FEENHED LD ERD EL

(Dreamin’ Startin” )ZEIZOHZTEY
(Dreamin’ Startin’ )@Y (ILE0
(Dreamin’ Startin’ ) ETNTHIZHE DAL
(Dreamin’ Startin’ )TN EFBRSE

BRIEBATHEL TAKOECCHIN
-5 COBEREIEHI _FaE‘E?’d )
BUA-TROIZATES HEEVEIEZD
RIFIEHhD =

BALBATEL #HHHZTINEN
HLECHICHDBELES BIEIBIFIILTS
B ~TROIZATEE BLEYRERE-T
pEx Fif5=E

BREATHLY FAHOECCBAEL
S COBERE T ZEERESTEL
BULA~TROIZATIE BECEDIEZD
RFIEHhDE
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The Rikai Solution

BAGATEL FHHEATIEL

HELEIMIHLSELIES BABIFIELLTS

BL »TROEATLS BOEURERE-T
gz

fthen i1 3
ELHE - to give: to raise; to elevate

to fly kites) to praise; to increase
(Dre: to advance; to promote; to elevate

"to vomit; to usher in; to admit
(Dre: to send {to school); to offer; to present
(Dre; to leave with: to finish; to arrange (expenses)
(Dre; to observe; to perform; to quote

to mention; to bear ta child); to improve f(talents)

. to do up {the hair}, to arrest; to eneaee
;;;K" to fry; Grains) to stop
L
EL _t_ N0 Al el
=y A T ORI
L mas B+ D + B+
. B+ + B+ D B+

BZ +H+HY. OIF+2 OIF+Y
HL PIE+EHDIF+T L+F
14 BEL L B L

oE e
FRE pk. o3 o144

|2 sbove; up
BA

>

L (2

s COEa-dd —EERLLa0

BL2 > TRDICAS HBEEESEZLD

RIFEDHL S
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The Rikai + WSD Solution

BZRATHEL #HHEHZT NG
ELECHICHBELIES BIIESIFILLLTS
E< > TRDEALS BLEYEE-ST
pEELFL=E

faen HiF S

ELHE - to give: to raise; to elevate

(D re:
(D re;
(Dre:
(Dre:

L@ I

BA
£l En
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Context-sensitive Glossing

e On-line glossing an effective tool for people with incomplete
knowledge of the language who can piece together an interpretation
based on linguistic fragments

e BUT current online applications suffer from lack of context
sensitivity
e Our solution:

1. WSD the target text
2. map the Japanese sense predictions onto English glosses via a
dictionary alignment
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Alignment Process

e Use EDICT as a pivot to:

1. match Lexeed and WordNet head words
2. match Lexeed and WordNet definitions

Lexeed EDICT WordNet
Word ] > Word
Sense 1 < Sense | ‘
L~
‘ I—\\ ? Sense 2
Sense 2 \ L o |
‘ b\ —— 9 ~>Word ,
\\ _/ ‘Sense 1 ‘
— ‘Sense 2 ‘
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Reflections on Glossing

e Nice application of WSD in real-world context (with real-world
users)

e Most effort to date has been expended on dictionary alignment

e Novel application where:

* best-1 sense disambiguation not necessarily required (appropriate
balance of precision vs. recall, given “expert” post-editting)
* perfect dictionary sense alignment not necessary

e Will become considerably easier with Japanese WordNet (please,
please, please) ...
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Conclusion

e Development of simple baseline WSD methods/results for the
Lexeed data to calibrate future experiments against

e Finding that ontological semantics in dictionary definitions leads to
significant increments in WSD performance

e Ongoing exploration of applications of WSD in glossing context
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