
BabelNet and !
Word Sense Disambiguation

Overview: 
• Original BabelNet 
• BabelNet 2.5 (‘today’) 
• Extrinsic Evaluations (SemEval-2007 T#16, SemEval-2007 T#7)  
• SemEval-2010 T#3, 2013
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Next episode (preview): 
• Babelfy (an online, unified graph-

based approach to EL and WSD)
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Large and wide coverage multilingual semantic network; 
Integrates lexicographic and encyclopaedic knowledge; 

(WordNet vs Wikipedia) 
Further enriched by Machine Translation; 
Coverage for 50 languages; 
+9 million entries; 

!
How? With the automatic integration of: 
WordNet, OMW (☺), Wikipedia, OmegaWiki, Wiktionary, and 
Wikidata + SMT of senses across languages

BabelNet - Quick Introduction
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Lexicographic & Encyclopaedic Knowledge

An “Encyclopaedic Dictionary” by merging:!

Gloss relations 
!

Given a Synset, S, and the set 
of disambiguated word in its 
gloss(S), 
si ∈ gloss(S) = {s1,…,sk}, !
                                 i = 1,…,k.  
There is a relation between S 
and all the synsets contained 
in its disambiguated gloss;
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Wordnet 
concepts = sets of 
synonyms (synsets, ss); 
POS marking and word 
polysemy (1 word, many ss); 
Synset definitions/glosses; 
Synset example sentences; 
Lexical and semantic 
relations (e.g. is-a, is-part-of, 
antonym, in-domain-of, etc.); 

+  Gloss relations;
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Wikipedia 
1 article/page = 1 concept; 
Title of article = lemma; 
(opt.) Title label to help 
disambiguate the lemma (e.g. 
‘play (activity)’ vs. ‘play (theatre); 
partly structured text (e.g. gloss 
is provided in the 1st sentence, info 
boxes with summarised info); 
Article relations (e.g. redirect 
pages, disambiguation pages, 
internal links, …);
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Lexicographic & Encyclopaedic Knowledge

An “Encyclopedic Dictionary” by merging:!
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Wikipedia 
1 article/page = 1 concept; 
Title of article = lemma; 
(opt.) Title label to help 
disambiguate the lemma (e.g. 
‘play (activity)’ vs. ‘play (theatre); 
partly structured text (e.g.  
gloss is provided in the 1st sentence, 
info boxes with summarised info); 
Article relations (e.g. redirect 
pages, disambiguation pages, 
internal links, …);

Redirect pages ≈ synonymity 
relations; 
Disambiguation pages ≈ 
word polysemy; 
Inter-language links ≈ synset 
keys (cross lingual);  
Internal links ≈ related 
synsets; 
Categories ≈ related synsets
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Lexicographic & Encyclopaedic Knowledge
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Fig. 1. Excerpts of the WordNet (a) and Wikipedia graphs (b). Both resources can be viewed as graphs by taking synsets (Wikipages, respectively) as nodes
and lexical and semantic relations between synsets (hyperlinks between pages) as edges.

Both WordNet and Wikipedia can be viewed as graphs. In the case of WordNet, nodes are synsets and edges lexical and
semantic relations between synsets9 whereas, in the case of Wikipedia, nodes are Wikipages and edges the hyperlinks
between them (i.e., the above-mentioned internal links). An excerpt of the WordNet and Wikipedia graphs centered on
the synset play1

n and Wikipage Play (theatre) is given in Fig. 1(a) and (b), respectively.10 The two graphs highlight the
complementarity of these two resources: while there are corresponding nodes in the two graphs (e.g., tragedy2

n and Tragedy),
each resource also contains knowledge which is missing in the other: this includes missing concepts (for instance, no
Wikipage corresponding to direction6

n), named entities (such as Ancient Greece missing in WordNet), as well as relations
(e.g., the topical relation between Shakespeare and Tragedy).

3. BabelNet

BabelNet encodes knowledge as a labeled directed graph G = (V , E) where V is the set of nodes – i.e., concepts such
as play and named entities such as Shakespeare – and E ⊆ V × R × V is the set of edges connecting pairs of concepts
(e.g., play is-a dramatic composition). Each edge is labeled with a semantic relation from R , i.e., {is-a,part-of , . . . ,ϵ}, where
ϵ denotes an unspecified semantic relation. Importantly, each node v ∈ V contains a set of lexicalizations of the concept
for different languages, e.g., {playen, Theaterstückde, drammait, obraes, . . . , pièce de théâtrefr}. We call such multilingually
lexicalized concepts Babel synsets. Concepts and relations in BabelNet are harvested from the largest available semantic
lexicon of English, WordNet, and a wide-coverage collaboratively-edited encyclopedia, Wikipedia (introduced in Section 2).
In order to build the BabelNet graph, we collect at different stages:

a. From WordNet, all available word senses (as concepts) and all the lexical and semantic pointers between synsets (as
relations);

b. From Wikipedia, all encyclopedic entries (i.e., Wikipages, as concepts) and semantically unspecified relations from hyper-
linked text.

An overview of BabelNet is given in Fig. 2. The excerpt highlights that WordNet and Wikipedia can overlap both in
terms of concepts and relations: accordingly, in order to provide a unified resource, we merge the intersection of these two
knowledge sources. Next, to enable multilinguality, we collect the lexical realizations of the available concepts in different
languages. Finally, we connect the multilingual Babel synsets by establishing semantic relations between them. Thus, our
methodology consists of three main steps:

1. We combine WordNet and Wikipedia by automatically acquiring a mapping between WordNet senses and Wikipages
(Section 3.1). This avoids duplicate concepts and allows their inventories of concepts to complement each other.

2. We harvest multilingual lexicalizations of the available concepts (i.e., Babel synsets) by using (a) the human-generated
translations provided by Wikipedia (the so-called inter-language links), as well as (b) a machine translation system to
translate occurrences of the concepts within sense-tagged corpora (Section 3.2).

9 Lexical relations link senses (e.g., dental1a pertains-to tooth1
n ). However, relations between senses can easily be extended to the synsets which contain

them, thus making all the relations connect synsets.
10 We represent the WordNet fragment as an unlabeled undirected graph for the sake of compactness. Note that for our purposes this has no impact,

since our graph-based disambiguation methods do not distinguish between different kinds of relations in the lexical knowledge base and WordNet relations
such as hypernymy and hyponymy are paired so as to be symmetric.
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Both can be viewed as graphs (w/ articles and synsets as nodes 
and relations and hyperlinks as edges). 
It is evident that the two graphs complement each other.

* images obtained from [1]
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BabelNet - More Formally
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Labeled directed graph with a set of nodes V (concepts & 
named entities) and set of labeled edges E ⊆ V × R × V, that 
connect two nodes with a semantic relation from R, i.e., {is-
a,part-of,…,ε}; (ε = unspecified semantic relation) 
Each node v ∈ V contains a set of lexicalizations in multiple 
languages > referred to as Babel synsets; 
One unified resource in three steps: 

Combine WordNet and Wikipedia; 
Harvest multilingual lexicalizations; 
Harvest relations between Babel synsets;
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1. Combine WordNet and Wikipedia
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Automatically acquiring a mapping between WordNet senses 
and Wikipages:

μ(w) = {
For w ∈ SensesWiki , (given by either its title or the main token) 
    s ∈ SensesWN(w) if a link can be established,  
    ε otherwise,

Treat mapping as a disambiguation problem - use 
disambiguation context to decide mapping;  
Mapping Algorithm - given w, finds s that maximizes the 
probability of s providing an adequate corresponding 
concept for w; 
Estimate the mapping conditional probability with two methods 
- simple bag-of-words (BoW), and graph based approach;
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1. Combine WordNet and Wikipedia
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Pseudocode of the mapping algorithm:
for each
for each
   if
   then : μ ( w ) : = w
for each
   if μ(w) = ε then :!
      
         if μ(d) ≠ ε and μ(d) is in a synset of w then :!
            μ(w) := sense of w in synset of μ(d); break
for each
   if
      if no tie occurs then :  
         

s ∈ SensesWN(w) s ∈ SensesWN(w)

return μ
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P(s, w) - The joint probability of a WordNet sense and Wikipage,!
or “the probability of a WordNet sense and Wikipage referring to the 
same concept”: 
! Similar to WSD 

The disambiguation context for each of the two concepts is the 
set of words with some semantic relation to each concept (from 
the corresponding resource). 

labels, links, redirections and categories - WikiSenses (w) 
synonymy, hypernymy/hyponymy and gloss - WNSenses (s)

1. Combine WordNet and Wikipedia

Ctx(w) , Ctx(Play (theatre)) = {‘theatre’, ‘literature’, ‘comedy’, ‘drama’, !! !
! ! ! ! ! ! ! !     ‘character’, … } !

Ctx(s) , Ctx(play#01n) = {‘drama’, ‘composition’, ‘work’, ‘intend’, ‘actor’, ! !
! ! ! ! ! ! ! ‘stage’, … } 
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1. Combine WordNet and Wikipedia
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3.1.2.2. Disambiguation context of a WordNet sense. Given a WordNet sense s and its synset S , we instead use the following
sources as disambiguation context:

• Synonymy: all synonyms of s in synset S . For instance, given the synset of play1
n , all its synonyms are included in the

context (that is, drama and dramatic play).
• Hypernymy/Hyponymy: all synonyms in the synsets H such that H is either a hypernym (i.e., a generalization) or a

hyponym (i.e., a specialization) of S . For example, given play1
n , we include its hypernym dramatic composition.

• Gloss: the set of lemmas of the content words occurring within the gloss of s. For instance, given s = play1
n , defined

as “a dramatic work intended for performance by actors on a stage”, we add to the disambiguation context of s the
following lemmas: work, dramatic work, intend, performance, actor, stage.

Given a WordNet sense s, we define its disambiguation context Ctx(s) as the set of words obtained from some or all of
the four sources above. For example, Ctx(play1

n) = {drama, dramatic play, composition, work, intend, . . . , actor, stage}.

3.1.3. Probability estimation
Given the disambiguation contexts, we can compute the probability of a WordNet sense and Wikipage referring to the

same concept, i.e., the joint probability defined in Eq. (1). We estimate p(s, w) as:

p(s, w) = score(s, w)∑
s′∈SensesWN(w),
w ′∈SensesWiki(w)

score(s′, w ′)
. (2)

We define two different ways of computing the score(s, w) function:

• Bag-of-words method: computes score(s, w) = |Ctx(s) ∩ Ctx(w)| + 1 (we add 1 as a smoothing factor). This is a simple
method already proposed in [91], that determines the best sense s by computing the intersection of the disambiguation
contexts of s and w , and thus does not exploit the structural information available in WordNet or Wikipedia.

• Graph-based method: starts with the flat disambiguation context of the Wikipage Ctx(w) and transforms it into the
structured representation of a graph, which is then used to score the different senses of w in WordNet. A labeled
directed graph G = (V , E) is built following the same procedure outlined in [89] which connects possible senses of w ’s
lemma with the senses of the words found in Ctx(w). Specifically:
1. We first define the set of nodes of G to be made up of all WordNet senses for the lemma of Wikipage w and for

the words in Ctx(w), i.e., V := SensesWN(w) ∪ ⋃
cw∈Ctx(w) SensesWN(cw). Initially, the set of edges of G is empty, i.e.,

E := ∅.
2. Next, we connect the nodes in V based on the paths found between them in WordNet. Formally, for each vertex

v ∈ V , we perform a depth-first search along the WordNet graph and every time we find a node v ′ ∈ V (v ≠ v ′)
along a simple path v, v1, . . . , vk, v ′ of maximal length L, we add all intermediate nodes and edges of such a path
to G , i.e., V := V ∪ {v1, . . . , vk}, E := E ∪ {(v, v1), . . . , (vk, v ′)}.

The result of this procedure is a subgraph of WordNet containing (1) the senses of the words in context, (2) all
edges and intermediate senses found in WordNet along all paths of maximal length L that connect them. To com-
pute score(s, w) given a disambiguation graph G , we define a scoring function of the paths starting from s and ending
in any of the senses of the context words Ctx(w):

score(s, w) =
∑

cw∈Ctx(w)

∑

s′∈SensesWN(cw)

∑

p∈pathsWN(s,s′)

e−(length(p)−1) (3)

where pathsWN(s, s′) is the set of all paths between s and s′ in WordNet, and length(p) the length of path p in terms
of its number of edges.

We illustrate the execution of our mapping algorithm by way of an example. Let us focus on the Wikipage Play (theatre).
The word is polysemous both in Wikipedia and WordNet, thus lines 3–5 of the algorithm do not concern this Wikipage.
In the main part of our algorithm (lines 6–14) we aim to find a mapping µ(Play (theatre)) to an appropriate WordNet
sense of the word play. To this end, we first check whether a redirection exists to Play (theatre) that was previously
disambiguated (lines 8–10). Next, we construct the disambiguation context for the Wikipage by including words from its
label, links, redirections and categories (cf. Section 3.1.2). The context thus includes, among others, the following lemmas:
drama, comedy, performing art, literature, tragedy and performance (cf. also Fig. 1). We now construct the disambiguation
contexts for two of the WordNet senses of play, namely the ‘theatre’ (#1) and the ‘activity’ (#8) senses. To do so, we
include lemmas from their synsets, hypernyms, hyponyms, and glosses. The context for play1

n includes: performance, drama,
act, playlet. The context for play8

n contains among others: house, doctor, fireman, diversion and imagination. When mapping
using the bag-of-words method we simply compute the size of the intersection between the disambiguation context of the
Wikipage and each of the WordNet senses of interest: the sense with the largest intersection is #1, so the following mapping
is established: µ(Play (theatre))= play1

n . In the case of the graph-based method, instead, we construct a disambiguation graph

Back do the probability estimation:

Two methods for computing score(s,w):!
Bag-of-words method!

     score(s, w) = |Ctx(s) ∩ Ctx(w)| + 1 (smoothing) 
Graph-based method!

  Transforms Ctx(w) into a subgraph of the Wordnet containing all  
         the word in context and all edges and intermediate senses along 
         all paths of a maximal length L.  
!
  The scoring function is then defined as:

R. Navigli, S.P. Ponzetto / Artificial Intelligence 193 (2012) 217–250 223

3.1.2.2. Disambiguation context of a WordNet sense. Given a WordNet sense s and its synset S , we instead use the following
sources as disambiguation context:

• Synonymy: all synonyms of s in synset S . For instance, given the synset of play1
n , all its synonyms are included in the

context (that is, drama and dramatic play).
• Hypernymy/Hyponymy: all synonyms in the synsets H such that H is either a hypernym (i.e., a generalization) or a

hyponym (i.e., a specialization) of S . For example, given play1
n , we include its hypernym dramatic composition.

• Gloss: the set of lemmas of the content words occurring within the gloss of s. For instance, given s = play1
n , defined

as “a dramatic work intended for performance by actors on a stage”, we add to the disambiguation context of s the
following lemmas: work, dramatic work, intend, performance, actor, stage.

Given a WordNet sense s, we define its disambiguation context Ctx(s) as the set of words obtained from some or all of
the four sources above. For example, Ctx(play1

n) = {drama, dramatic play, composition, work, intend, . . . , actor, stage}.

3.1.3. Probability estimation
Given the disambiguation contexts, we can compute the probability of a WordNet sense and Wikipage referring to the

same concept, i.e., the joint probability defined in Eq. (1). We estimate p(s, w) as:

p(s, w) = score(s, w)∑
s′∈SensesWN(w),
w ′∈SensesWiki(w)

score(s′, w ′)
. (2)

We define two different ways of computing the score(s, w) function:

• Bag-of-words method: computes score(s, w) = |Ctx(s) ∩ Ctx(w)| + 1 (we add 1 as a smoothing factor). This is a simple
method already proposed in [91], that determines the best sense s by computing the intersection of the disambiguation
contexts of s and w , and thus does not exploit the structural information available in WordNet or Wikipedia.

• Graph-based method: starts with the flat disambiguation context of the Wikipage Ctx(w) and transforms it into the
structured representation of a graph, which is then used to score the different senses of w in WordNet. A labeled
directed graph G = (V , E) is built following the same procedure outlined in [89] which connects possible senses of w ’s
lemma with the senses of the words found in Ctx(w). Specifically:
1. We first define the set of nodes of G to be made up of all WordNet senses for the lemma of Wikipage w and for

the words in Ctx(w), i.e., V := SensesWN(w) ∪ ⋃
cw∈Ctx(w) SensesWN(cw). Initially, the set of edges of G is empty, i.e.,

E := ∅.
2. Next, we connect the nodes in V based on the paths found between them in WordNet. Formally, for each vertex

v ∈ V , we perform a depth-first search along the WordNet graph and every time we find a node v ′ ∈ V (v ≠ v ′)
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2. Translating Babel synsets
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So far, Babel Synsets are S ∪ W, and where W includes:    
w - WikiSense;     
the set of redirections to w;  
all inter-language links;  
the redirections to the inter-language links found in the 
Wikipedia of the target language. 

!

Two issues: 
Unlinked concepts between Wiki and WN 
Even if linked, Wiki may not provide any/all translations 

To guarantee coverage for all languages, this was also tackled 
with automated processes.
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2. Translating Babel synsets
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They wanted full coverage for 6 languages! > SMT! 
For each polysemous WNsense and WikiSense, SemCor and 
Wikipedia were mined for sentences (respectively) - ‘BabelCor’. 

min. 3 sentences/sense (for precision); 
max. 10 sentences/sense (for time saving); 
excluded WikiSenses recognised as Named Entities - 
assumed they are kept the same across languages 
(didn’t account for transliterations); 

!
NEs simple heuristic: titles which contained at least two tokens 
starting with an uppercase letter were NEs - 94% on a validation 
sample of 100 pages. (e.g. William Shakespeare)
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2. Translating Babel synsets
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Fig. 2. An illustrative overview of BabelNet (we label nodes with English lexicalizations only): unlabeled edges are obtained from links in the Wikipages
(e.g., Play (theatre) links to Musical theatre), whereas labeled ones from WordNet (e.g., play1

n has-part stage direction1
n ).

3. We establish relations between Babel synsets by collecting all relations found in WordNet, as well as all wikipedias
in the languages of interest (Section 3.3): in order to encode the strength of association between synsets, we compute
their degree of correlation using a measure of relatedness based on the Dice coefficient.

Throughout the section, we illustrate our approach by means of an example focused on the Wikipage Play (theatre) and
the WordNet senses of play.

3.1. Mapping Wikipedia to WordNet

The first phase of our methodology aims at establishing links between Wikipages and WordNet senses. Formally, given
the entire set of pages SensesWiki and WordNet senses SensesWN, we acquire a mapping:

µ : SensesWiki → SensesWN ∪ {ϵ},
such that, for each Wikipage w ∈ SensesWiki, we have:

µ(w) =
{

s ∈ SensesWN(w) if a link can be established,

ϵ otherwise,

where SensesWN(w) is the set of senses of the lemma of w in WordNet. Given a Wikipage w , its corresponding lemma
is given by either its title (tragedy for Tragedy) or the main token of a sense-labeled title (play for Play (theatre)). For
example, if our mapping methodology linked Play (theatre) to the corresponding WordNet sense play1

n , we would have
µ(Play (theatre)) = play1

n . Our method works as follows:

1. We first develop a mapping algorithm (Section 3.1.1) that:
(a) leverages resource-specific properties of our source and target resources, namely monosemous senses and redirec-

tions;
(b) given a Wikipage, finds the WordNet sense that maximizes the probability of the sense providing an adequate

corresponding concept for the page.
2. We then view resource mapping as a disambiguation problem, and associate a so-called disambiguation context with

both WordNet senses and Wikipages (Section 3.1.2).
3. Finally, we define two strategies to estimate the conditional probability of a WordNet sense given a Wikipage, both based

on disambiguation contexts (Section 3.1.3). These estimators either
(a) make use of a simple bag-of-words (BoW) approach, or
(b) leverage the graph structure of the target resource, i.e., WordNet’s in our case.

3.1.1. Mapping algorithm
In order to link each Wikipage to a WordNet sense, we make use of the mapping algorithm whose pseudocode is

presented in Algorithm 1. The following steps are performed:

• Initially (lines 1–2), our mapping µ is empty, i.e., it links each Wikipage w to ϵ .
• For each Wikipage w whose lemma is monosemous both in Wikipedia and WordNet (i.e., |SensesWiki(w)| =

|SensesWN(w)| = 1) we map w to its only WordNet sense w1
n (lines 3–5).

• Finally, for each remaining Wikipage w for which no mapping was previously found (i.e., µ(w) = ϵ , line 7), we do the
following:

Applied SOA SMT, and identified top-scored translations 
as fit lexical entries for Babel Synsets. (Google Translate) 

monosemous senses were translated contextless; 
As a result, translated 324,137 WikiSenses (reduced from 
over 3 million).

* image obtained from [1]
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All lexical and semantic relations from WordNet ( + gloss 
relations) are inherited by BabelNet 
All hyperlink relations from Wikipedia are collected and 
assigned an unspecified semantic relation ε. 

including relations from other languages  
Weighted edges:!

WN edges based on the Dice coefficient (        ) 
overlap between synonyms + gloss’s content words  

WikiPages uses a co-occurrence based method also 
applied to a Dice coefficient (        ) 

co-occurrence context of 40 words, by the total 
number of hyperlinks
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3.3. Harvesting semantic relations

The final step of our methodology consists of establishing semantic relations between our multilingual Babel synsets.
This is achieved by: (i) collecting the relations directly from the two knowledge sources which are used to build BabelNet,
namely WordNet and Wikipedia; (ii) weighting them using a relatedness measure based on the Dice coefficient. We first
collect all lexical and semantic relations from WordNet (including the gloss relations introduced in Section 2.1). For instance,
given the Babel synset for play1

n , we connect it to the Babel synsets of playlet1n , act3n , etc. (cf. Fig. 1(a)). We then include all
relations from Wikipedia, making use of its internal hyperlink structure: for each Wikipage, we collect all links occurring
within it and establish an unspecified semantic relation ϵ between their corresponding Babel synsets (cf. the semantic
relations for Play (theatre) in Fig. 1(b)). To harvest as many relevant relations as possible, we make use of all wikipedias
in the available languages: that is, relations from wikipedias in languages other than English are also included. For instance,
while the page Play (theatre) does not link directly to a highly related concept such as Acting, by pivoting on German
(based on the interlanguage links) we find that Bühnenwerk links to Schauspiel, so a link can be established between the
two Babel synsets that contain these English and German senses.

Edges in BabelNet are weighted to quantify the strength of association between Babel synsets. We use different strategies
to leverage WordNet’s and Wikipedia’s distinctive properties – i.e., the availability of high-quality definitions from WordNet,
and large amounts of hyperlinked text from Wikipedia – both based on the Dice coefficient. Given a semantic relation
between two WordNet synsets s and s′ , we compute its corresponding weight using a method similar to the Extended Gloss
Overlap measure for computing semantic relatedness [8]. We start by collecting (a) synonyms and (b) all gloss words from
s and s′ , as well as their directly linked synsets, into two bags of words S and S ′ . We remove stopwords and lemmatize the
remaining words. We then compute the degree of association between the two synsets by computing the Dice coefficient
as the number of words the two bags have in common normalized by the total number of words in the bags: 2×|S∩S ′|

|S|+|S ′| . For

instance, given the following bags for play1
n and act3n:

play1
n {drama, dramatic play, work, performance, dramatic work, genre, dramatic composition, television, actor, stage,

act, subdivision, opera, ballet, dramatic, perform, theater, morality play, movie, allegorical, satyr play, chorus,
burlesque, role, stage direction, horrific, nature, macabre, playwright, dramatist, playlet};

act3
n {subdivision, play, opera, ballet, concert dance, music, story, representation, theatrical, perform, trained, dancer,

overture, sing, interlude, dramatic play, work, performance, dramatic work, actor, intend, stage, scene, dramatic
composition, television, movie},

the Dice coefficient gives 2×13
31+26 = 0.46 as strength of correlation (the two bags contain 31 and 26 terms, respectively, and

have 13 terms in common). In the case of edges corresponding to semantic relations between Wikipedia pages, instead,
we quantify the degree of correlation between the two pages by using a co-occurrence based method, previously used for
large-scale thesaurus extraction [54,138], which draws on large amounts of hyperlinked text.13 Given two Wikipages w and
w ′ , we compute the frequency of occurrence of each individual page ( f w and f w ′ ) as the number of hyperlinks found in
Wikipedia which point to it, and the co-occurrence frequency of w and w ′ ( f w,w ′ ) as the number of times these links occur
together within a context (i.e., a sliding window of 40 words in our case). The strength of association between w and w ′

is then given by applying the Dice coefficient formula to these frequency counts, namely:
2× f w,w′
f w + f w′ . For example, given the

Wikipages Play (theatre) and Satire, we find in Wikipedia that they occur as a link 1,560 and 2,568 times, respectively,
and co-occur 9 times within the same context. As a result, the Dice coefficient for these two pages is 0.0044.

4. In vitro evaluation

We perform two in vitro evaluations to assess the quality of BabelNet, namely: an evaluation of the mapping between
Wikipedia and WordNet (Section 4.1) and an evaluation of the translations of Babel synsets (Section 4.2).

4.1. Mapping evaluation

In this section we describe our evaluation of the quality of mapping from Wikipedia pages to WordNet senses (Sec-
tion 4.1.1). To corroborate our results and show the generality of our mapping method, we report further experiments on
linking Wikipedia categories to WordNet (Section 4.1.2).

4.1.1. Mapping Wikipedia pages to WordNet
4.1.1.1. Experimental setting. To perform an experimental evaluation of the quality of our mappings from Wikipages to Word-
Net senses, we created a gold standard consisting of manually labeled ground-truth mappings. The gold standard is created

13 During prototyping we tried to compute the correlation between WordNet synsets in a similar way by using sense labeled data from the SemCor corpus
[79]. However, this produced a low-quality output with most of the synset pairs having a null Dice score, due to sparse counts resulting from SemCor’s
small size.
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Gold Standard set of 1000 WikiPages hand linked to 
WNSenses (w/ inter-annotator agreement of 0.9); 

Evaluation by replicating the BoW and the graph-based 
methods to estimate mapping probabilities; 

Explored different disambiguation contexts for WN; 

Disambiguation context for Wikipages is ‘everything’ they 
have
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In Vitro Evaluation - Mapping

Varied the maximum depth of graph search (exploring 
b igger por t ions of WordNet when bui ld ing the 
disambiguation graphs) 

Baselines: Most Frequent Sense + Random Sense 

Removed the 100 most frequent linked sense labels 
Wikipages from the WordNet-Wikipedia intersection (avoid 
mapping WordNet senses to pages belonging to domains 
which are typically found in Wikipedia only - as ‘bands’, 
‘movies’, etc.);
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Table 1
Performance on mapping Wikipedia pages to WordNet synsets. Underlined results are those using the best value for the maximum search depth, found by
maximizing the F1 measure on the dataset from [99] used as development data. The best results for each metric are in bold: the best overall results (in
terms of balanced F1-measure and accuracy) are obtained by building disambiguation graphs using all WordNet relations and limiting the maximum depth
of the depth-first search to 2. Using more relations yields improvements in recall, but also, as a trade-off, decreases in precision.

Mapping method P R F1 A

Bo
W

taxonomic 89.7 47.8 62.3 72.6
gloss 87.6 51.8 65.1 74.0
taxonomic + gloss 87.5 65.6 75.0 80.9

taxonomic relations

G
ra

ph

m
ax

de
pt

h
⎧
⎨

⎩

@ 2 87.2 60.8 71.6 77.9
@ 3 81.6 65.0 72.4 78.7
@ 4 78.3 69.5 73.6 79.4

gloss relations

m
ax

de
pt

h

⎧
⎨

⎩

@ 2 80.5 60.6 69.1 77.0
@ 3 77.5 65.2 70.9 78.2
@ 4 72.4 67.1 69.6 78.0

taxonomic + gloss relations

m
ax

de
pt

h

⎧
⎨

⎩

@ 2 81.2 74.6 77.7 82.7
@ 3 72.8 77.4 75.1 80.1
@ 4 64.3 76.2 69.8 75.0

MFS baseline 25.4 49.2 33.5 25.4
Random baseline 24.2 46.9 31.9 24.2

from a dataset which includes all lemmas whose senses are contained both in WordNet and Wikipedia. The dataset con-
tains 80,295 lemmas, which correspond to 105,797 WordNet senses and 199,735 Wikipedia pages. The average polysemy is
1.3 and 2.5 for WordNet senses and Wikipages, respectively (2.9 and 4.7 when excluding monosemous words). From this
dataset, we selected a random sample of 1,000 Wikipages and asked an annotator with previous experience in lexicographic
annotation to provide the correct WordNet sense for each page (an empty sense label was given, if no correct mapping
was possible). The gold-standard includes 505 non-empty mappings, i.e., Wikipages with a corresponding WordNet sense.
In order to quantify the quality of the annotations and the difficulty of the task, a second annotator sense tagged a subset
of 200 pages from the original sample. Our annotators achieved a κ inter annotator agreement [17] of 0.9, which indicates
almost perfect agreement and is comparable with similar annotation efforts [99].

We evaluate our mapping methodology (cf. Section 3.1) using the BoW and the graph-based methods to estimate map-
ping probabilities (Section 3.1.3). Prior to applying our mapping algorithm in any of the two settings, we remove from the
WordNet-Wikipedia intersection those Wikipages whose sense label is among the 100 most frequent ones (the value is ex-
perimentally set using the dataset from [99] as held-out development data), which helps us avoid mapping WordNet senses
to pages belonging to domains which are typically found in Wikipedia only (bands, movies, etc.). We explore different dis-
ambiguation contexts for the WordNet senses (cf. Section 3.1.2): these include contexts based on synonymy, hypernymy and
hyponymy (i.e., a taxonomic setting), glosses, and their union. For the disambiguation context of a Wikipage, instead, we use
all the information that is available, i.e., sense labels, links and categories (cf. Section 3.1.2).14 Additionally, for the graph-
based method, we vary the maximum depth of the depth-first search to test the effect of exploring increasingly bigger
portions of WordNet when building the disambiguation graphs.

4.1.1.2. Parameter tuning. The graph-based estimates of the mapping probabilities (Section 3.1.3) depend heavily on the
maximum depth of the depth-first search. In order to find the best value for the search depth for each disambiguation
context, we optimize the F1 measure using the dataset from [99] as development data: while we cannot use these data as
test set for evaluation, due to mismatches in the sense inventory,15 they nevertheless provide a well-balanced dataset for
estimating the optimal value of our search parameter.

4.1.1.3. Results and discussion. Evaluation is performed in terms of standard measures of precision (the ratio of correct sense
labels to the non-empty labels output by the mapping algorithm), recall (the ratio of correct sense labels to the total of non-
empty labels in the gold standard) and F1-measure (a harmonic mean of precision and recall calculated as 2P R

P+R ). In addition

14 We leave out the evaluation for different contexts of a Wikipage for the sake of brevity. However, during prototyping we found that the best results
were obtained by using the largest context available, as reported in Table 1.
15 In fact, the procedure for building the sense inventory of [99] collects as Wikipedia senses of an input lemma all Wikipages where the word occurs

as anchor text of an internal link. For instance, given an occurrence of a link to Radio personality with anchor text host, the former is assumed to be a
potential sense of the latter (a frequency threshold of 3 different articles for each hyperlink is employed to reduce the amount of noise from such free-form
sense annotations).

MFS and Random baselines are virtually the same thing! 
Richer disambiguation context helps,  
Graph based methods give a much higher recall 
Depth > 3 seems to hurt F1 (noisy gloss-derived relations)

In Vitro Evaluation - Mapping

* table obtained from [1]
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Table 3
Average number of distinct translations per English source word.

Corpus Catalan French German Italian Spanish

SemCor 2.86 2.61 3.25 2.45 2.67
Wikipedia 1.80 1.73 1.74 1.67 1.71
SemCor ∪ Wikipedia 1.82 1.75 1.77 1.68 1.73

Table 4
Number of WordNet synsets and senses translated using SemCor and/or Wikipedia, as monosemous words, and their union.

SemCor Wikipedia SemCor ∪ Wikipedia monosemous all

# synsets 3,901 31,308 33,359 62,259 68,554
# senses 6,852 35,372 40,504 101,853 115,606

an ensemble [126]). The additional richness provided by graphs with more relations at higher depth can, however, lead to
incorrect sense assignments and a degradation of the overall results. The best results are therefore achieved when using
taxonomic and gloss relations and limiting the depth of the search to 2: in this setting, we are able to beat any of the
approaches presented in [126] by a large margin. As in the case of mapping Wikipages, the best results on the test data are
achieved using the optimal value of the search depth chosen during our tuning phase, thus corroborating the generality of
our findings across datasets.

4.2. Translation evaluation

So far we have focused on the quality of the mapping between WordNet and Wikipedia. We next concentrate on ana-
lyzing the other major component of our approach, namely the use of a Machine Translation system. We first present two
descriptive analyses, in order to characterize the contribution made by the use of an MT system. We analyze the kind of
output the MT system returns by quantifying its richness in terms of output diversification (Section 4.2.1), and the amount
of WordNet synsets which are translated using different sources such as SemCor or our Wikipedia corpus (Section 4.2.2).
We then move on to perform a second set of experiments, aimed at quantifying BabelNet’s coverage against gold-standard
resources (Section 4.2.3), i.e., manually assembled wordnets in languages other than English. Finally, we also perform an
additional manual evaluation of the extra coverage provided by BabelNet (Section 4.2.4).

4.2.1. Degree of translation output diversification
In order to test whether the lexical knowledge contained in BabelNet is an artifact of translating Babel synsets, we

first quantify how rich the output of the MT system is in terms of the average number of translations that it outputs
for each English source word. The results are presented in Table 3, where we compute the statistics for the translations
obtained separately from SemCor and Wikipedia, as well as both corpora together. Our results indicate that the number of
distinct translations per word is much higher for SemCor than Wikipedia. A closer look at the output reveals, in fact, that
the sense inventory of Wikipedia contains many specialized senses, such as Broadway theater, or Roman amphitheatre,
which can have only one or two translations at most. This is in contrast to the more general vocabulary provided by senses
annotated in SemCor, e.g., including different senses for play, which allow for a far higher variety in the translation output.
Finally, combining both corpora attenuates the effects of SemCor’s translation variety, essentially due to its smaller size in
comparison to the Wikipedia corpus.

4.2.2. Analysis of the translated WordNet
During the construction of BabelNet we translate WordNet synsets using heterogeneous sources, namely SemCor, Ba-

belCor (our sense-annotated Wikipedia corpus), as well as the translation of monosemous words. Thus, in order to give
a better idea of the different contributions of these translation sources in helping us build the ‘core’ of BabelNet, i.e., its
region where lexicographic (WordNet’s) and encyclopedic (Wikipedia’s) knowledge meet, we present in Table 4 statistics of
how many WordNet synsets are translated using SemCor and/or Wikipedia, or monosemous word translations, or all three
combined. The figures show that, due to its limited size and our additional requirement of a minimum of 3 annotated sen-
tences per sense (cf. Section 3.2), SemCor is simply too small to provide a substantial number of translations for BabelNet.
By complementing SemCor at different times with sense translations from Wikipedia, as well as monosemous word trans-
lations, we are able to translate a substantial portion of WordNet, consisting of 83.4% and 79.0% of its overall 82,115 and
146,312 nominal synsets and senses, respectively. Note that the large contribution of translations from monosemous words
is due to the content of WordNet itself, where 101,863 out of 117,798 nominal lemmas are, in fact, monosemous.

4.2.3. Automatic evaluation of translations
4.2.3.1. Datasets. To compute the coverage of BabelNet against gold-standard wordnets, we use the following manually
assembled lexical knowledge bases, whose size in terms of number of synsets and word senses is reported in Table 5:

On source of translation:!
Translations came from multiple sources; 
SemCor was too small to provide a substantial number of 
translations; (remember that a min. of 3 sentences was required) 
Combined translations from all sources (+ large contribution of 
sourceless monosemous translations); 
Translate a substantial portion of WordNet: 

83.4% of 82,115 nominal synsets 
79.0% of 146,312 nominal senses

* table obtained from [1]
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Coverage against gold-standard Wordnets:!
5 golden standard Wordnets; (Spanish, Catalan, French, German, Italian) 
All linked to PWN which is contained in BabelNet - so it’s easy 
to quantify their overlap; 
Synset Coverage is measured by the % of synsets of the gold-
standard WN that shares at least one term with BabelNet; 
Word Coverage is measured by the ration of word senses in 
the gold-standard WN that overlap with each Babel Synset; 
Extra Synset Coverage and Extra Word Coverage measures 
the PWN synsets and word ratio that are not covered by gold-
standard WNs, but that are covered by BabelNet;
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Table 5
Size of the gold-standard wordnets.

Catalan French German Italian Spanish

Word senses 64,171 44,265 15,762 57,255 83,114
Synsets 40,466 31,742 9,877 32,156 55,365

• Catalan and Spanish: the Multilingual Central Repository [7];
• French: WOrdnet Libre du Français [118, WOLF];
• German: the subset of GermaNet [62] included in EuroWordNet for German;
• Italian: MultiWordNet [104].

All wordnets are linked to the English WordNet, which in turn is contained in BabelNet: this allows us to quantify their
degree of overlap with BabelNet without the need to (automatically or manually) map across resources – i.e., the synsets of
the English WordNet act as a pivot.

4.2.3.2. Evaluation measures. Let B be BabelNet, F our gold-standard non-English wordnet (e.g., GermaNet), and let E be
the English WordNet. Given a synset SF ∈ F , we denote its corresponding Babel synset as SB and its synset in the English
WordNet as SE . We then quantify the coverage of BabelNet against our gold-standard wordnets both in terms of synsets
and word senses. For synsets, we calculate coverage as follows:

SynsetCov(B,F) =
∑

SF∈F δ(SB, SF )

|{SF ∈ F}| , (4)

where the function δ(SB, SF ) is 1 if the two synsets SB and SF have a synonym in common, 0 otherwise. That is, synset
coverage is determined as the percentage of synsets of F that share a term with the corresponding Babel synsets. For word
senses we calculate a similar measure of coverage:

WordCov(B,F) =
∑

SF ∈F
∑

sF ∈SF δ′(SB, sF )

|{sF ∈ SF : SF ∈ F}| , (5)

where sF is a word sense in synset SF and δ′(SB, sF ) = 1 if sF ∈ SB , 0 otherwise. That is, we calculate the ratio of word
senses in our gold-standard resource F that also occur in the corresponding synset SB to the overall number of senses
in F .

Computing coverage provides only part of the picture. In fact, while our gold-standard wordnets cover only a portion of
the English WordNet, the overall coverage of BabelNet is much higher. We thus calculate extra coverage for synsets as the
proportion of WordNet synsets which are covered by BabelNet but not by the reference resource F :

SynsetExtraCov(B,F) =
∑

SE∈E\F δ(SB, SE )

|{SF ∈ F}| . (6)

Similarly, we calculate extra coverage for word senses found in BabelNet and contained within WordNet synsets which
are not covered by the reference resource F :

WordExtraCov(B,F) =
∑

SE∈E\F
∑

sE∈SE δ′(SB, sE )

|{sF ∈ SF : SF ∈ F}| . (7)

4.2.3.3. Results and discussion. In order to evaluate the different contributions of Wikipedia’s inter-language links and our
approach to filling translation gaps by means of a Machine Translation system, we evaluate coverage and extra coverage of
word senses and synsets at different stages:

(a) using only the inter-language links from Wikipedia (Wiki Links);
(b) using only the automatic translations of the sentences from Wikipedia (Wiki Transl.);
(c) using only the automatic translations of the sentences from SemCor (WordNet Transl.);
(d) using all available translations, i.e., BabelNet.

We report coverage results in Table 6. The percentage of word senses covered by BabelNet ranges from 52.9% (Italian)
to 66.4 (Spanish) and 86.0% (French). Synset coverage ranges from 73.3% (Catalan) to 76.6% (Spanish) and 92.9% (French).
Synset coverage is higher because a synset in the reference resource is considered to be covered if it shares at least one
word with the corresponding Babel synset. Details on extra coverage – which quantifies the amount of word senses and
synsets in the English WordNet for which BabelNet, but not the non-English gold-standard resources, is able to provide a
translation – are given in Table 7 and Fig. 5. The results show that we provide for all languages a high extra coverage both
at the word sense level – ranging from 340% (Catalan) to 2,298% (German) – and at the synset level – ranging from 102%
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Table 6
Coverage against gold-standard wordnets (percentages).

WordCov (Senses) SynsetCov (Synsets)

Resource Wiki WordNet BabelNet Wiki WordNet BabelNet

Method Links Transl. Transl. All Links Transl. Transl. All

Catalan 20.3 46.9 25.0 64.0 25.2 54.1 29.6 73.3
French 70.0 69.6 16.3 86.0 72.4 79.6 19.4 92.9
German 39.6 42.6 21.0 57.6 50.7 58.2 28.6 73.4
Italian 28.1 39.9 19.7 52.9 40.0 58.0 28.7 73.7
Spanish 34.4 47.9 25.2 66.4 40.7 56.1 30.0 76.6

Table 7
Extra coverage against gold-standard wordnets (percentages).

WordExtraCov (Senses) SynsetExtraCov (Synsets)

Resource Wiki WordNet BabelNet Wiki WordNet D..BabelNet

Method Links Transl. Transl. All Links Transl. Transl. All

Catalan 100 204 71 340 35 105 42 142
French 255 223 92 514 63 102 67 159
German 1349 940 367 2298 506 668 303 902
Italian 160 234 83 419 87 153 68 213
Spanish 214 158 56 384 48 74 30 102

Fig. 5. Extra coverage against gold-standard wordnets: word senses (a) and synsets (b).

(Spanish) to 902% (German). Cases of novel translations not found in the non-English wordnets include, for instance, autore
teatraleit, théâtre de ruefr or Theatersaisonde.

Tables 6 and 7 show that the best results are obtained when combining all available translations, i.e., both from
Wikipedia and the machine translation system. The performance figures suffer from the errors of the mapping phase (see
Section 4.1). Nonetheless, the results are generally high, with a peak for French, since WOLF was created semi-automatically
by combining several resources, including Wikipedia. The relatively lower word sense coverage for Italian (52.9%) is, instead,
due to the lack of many common words in the gold-standard synsets. Examples include playwrighten translated only as
drammaturgoit but not as the equally common autore teatraleit, theatrical productionen translated as allestimentoit but not as
produzione teatraleit or messa in scenait, etc.

4.2.4. Manual evaluation of translations
4.2.4.1. Experimental setup. The previous evaluation quantified the extent to which the non-English wordnets are covered by
BabelNet. However, that evaluation does not say anything about the precision of the additional lexicalizations that BabelNet
provides. Given that BabelNet shows a remarkably high ‘added value’ in terms of extra coverage – ranging from 340% to
2,298% of the national wordnets (see Fig. 5) – we need to perform a manual evaluation to assess the quality of these novel
translations. In order to build a dataset of translations to be validated by human annotators, we selected for each of the
five languages other than English a random set of 600 Babel synsets composed as follows: 200 synsets whose senses exist
in WordNet only, 200 synsets in the intersection between WordNet and Wikipedia (i.e., those mapped with our method
illustrated in Section 3.1), 200 synsets whose lexicalizations exist in Wikipedia only. Our validation dataset thus includes
600 × 5 = 3,000 Babel synsets, none of which is covered by any of the five non-English gold-standard wordnets. The Babel
synsets were manually validated by expert annotators who decided which senses (i.e., lexicalizations) were appropriate
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(Spanish) to 902% (German). Cases of novel translations not found in the non-English wordnets include, for instance, autore
teatraleit, théâtre de ruefr or Theatersaisonde.

Tables 6 and 7 show that the best results are obtained when combining all available translations, i.e., both from
Wikipedia and the machine translation system. The performance figures suffer from the errors of the mapping phase (see
Section 4.1). Nonetheless, the results are generally high, with a peak for French, since WOLF was created semi-automatically
by combining several resources, including Wikipedia. The relatively lower word sense coverage for Italian (52.9%) is, instead,
due to the lack of many common words in the gold-standard synsets. Examples include playwrighten translated only as
drammaturgoit but not as the equally common autore teatraleit, theatrical productionen translated as allestimentoit but not as
produzione teatraleit or messa in scenait, etc.

4.2.4. Manual evaluation of translations
4.2.4.1. Experimental setup. The previous evaluation quantified the extent to which the non-English wordnets are covered by
BabelNet. However, that evaluation does not say anything about the precision of the additional lexicalizations that BabelNet
provides. Given that BabelNet shows a remarkably high ‘added value’ in terms of extra coverage – ranging from 340% to
2,298% of the national wordnets (see Fig. 5) – we need to perform a manual evaluation to assess the quality of these novel
translations. In order to build a dataset of translations to be validated by human annotators, we selected for each of the
five languages other than English a random set of 600 Babel synsets composed as follows: 200 synsets whose senses exist
in WordNet only, 200 synsets in the intersection between WordNet and Wikipedia (i.e., those mapped with our method
illustrated in Section 3.1), 200 synsets whose lexicalizations exist in Wikipedia only. Our validation dataset thus includes
600 × 5 = 3,000 Babel synsets, none of which is covered by any of the five non-English gold-standard wordnets. The Babel
synsets were manually validated by expert annotators who decided which senses (i.e., lexicalizations) were appropriate

* tables obtained from [1]
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Table 8
Precision of BabelNet on synonyms in WordNet (WN), Wikipedia (Wiki) and their intersection (WN ∩ Wiki): percentage and total number of words (in
parentheses) are reported.

Resource Catalan French German Italian Spanish

WordNet 75.58 (258) 67.16 (268) 73.76 (282) 72.32 (271) 69.45 (275)
Wiki 92.71 (398) 96.44 (758) 97.74 (709) 99.09 (552) 92.46 (703)
WordNet ∩ Wiki 82.98 (517) 77.43 (709) 78.37 (777) 80.83 (574) 78.53 (643)

Table 9
Number of lemmas, synsets and word senses in the 6 languages currently covered by BabelNet.

Language Lemmas Synsets Word senses

English 5,938,324 3,032,406 6,550,579
Catalan 3,518,079 2,214,781 3,777,700
French 3,754,079 2,285,458 4,091,456
German 3,602,447 2,270,159 3,910,485
Italian 3,498,948 2,268,188 3,773,384
Spanish 3,623,734 2,252,632 3,941,039

Total 23,935,611 3,032,406 26,044,643

given the corresponding WordNet gloss and/or Wikipage. Note that the synsets that intersect with Wikipedia may have
translations from Wikipedia links and Wikipedia translated sentences, whereas the synsets that intersect with WordNet
may have translations from SemCor sentences (cf. Section 4.2.3).

4.2.4.2. Results and discussion. In Table 8 we report precision (i.e., the percentage of lexicalizations deemed correct) and,
in parentheses, the total number of translations evaluated for each language (columns) in one of the three regions of
BabelNet (rows). The results show that different regions of BabelNet contain translations of different quality: WordNet-
only synsets have a precision of around 72%, which considerably increases by using translations from Wikipedia links and
sense-labeled data (around 80% in the intersection and 95% with Wikipedia-only translations). The absolute numbers in
parentheses indicate that the number of translations from Wikipedia is higher than that of WordNet: this is due to our
method collecting many translations from the redirections found in the wikipedias of the target languages (Section 3.2), as
well as to the paucity of examples in SemCor. In addition, some of the synsets in WordNet with no Wikipedia counterpart
are very difficult to translate. Examples include terms like yodeling, crape fern, peri, and many others for which we could not
find translations in major editions of bilingual dictionaries. In contrast, good translations were produced using our machine
translation method when enough sentences were available. Examples include, among others, Laientheaterde for amateur
theatreen, attore cinematograficoit for film actoren, etc.

5. Anatomy of BabelNet

In this section we provide statistics for the current version of BabelNet, obtained by applying the construction method-
ology described in Section 3, and evaluated in Section 4.

5.1. WordNet-Wikipedia mapping configuration

The version of BabelNet that we describe in this section is based on the best performing mapping technique among those
evaluated in Section 4.1.1 (in terms of accuracy and balanced F-measure) – i.e., a graph-based method combining taxonomic
and gloss relations at maximum depth of 2. The overall mapping contains 89,226 pairs of Wikipages and word senses they
map to, covers 52% of the noun senses in WordNet, and has a reported accuracy of more than 82% (cf. Table 1).

The WordNet–Wikipedia mapping contains 72,572 lemmas, 10,031 and 26,398 of which are polysemous in WordNet and
Wikipedia, respectively. Our mapping thus covers at least one sense for 62.9% of WordNet’s polysemous nouns (10,031 out
of 15,935): these polysemous nouns can refer to 44,449 and 71,918 different senses in WordNet and Wikipedia, respectively,
13,241 and 16,233 of which are also found in the mapping.

5.2. Lexicon

BabelNet currently covers 6 languages, namely: English, Catalan, French, German, Italian and Spanish. Its lexicon includes
lemmas which denote both concepts (e.g., dramatic play) and named entities (e.g., Shakespeare). The second column of
Table 9 shows the number of lemmas for each language. The lexicons have the same order of magnitude for the 5 non-
English languages, whereas English shows larger numbers due to the lack of inter-language links and annotated sentences
for many terms, which prevents our construction approach from providing translations.

* table obtained from [1]
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Table 10
Number of monosemous and polysemous words by part of speech (verbs, adjectives and adverbs are the
same as in WordNet 3.0).

POS Monosemous words Polysemous words

Noun 22,763,265 1,134,857
Verb 6,277 5,252
Adjective 1,503 4,976
Adverb 3,748 733

Total 22,789,793 1,145,818

Table 11
Composition of Babel synsets: number of synonyms from the English WordNet, Wikipedia pages and translations, as well as translations of WordNet’s
monosemous words and SemCor’s sense annotations.

English Catalan French German Italian Spanish Total

English WordNet 206,978 – – – – – 206,978

Wikipedia

⎧
⎨

⎩

pages 2,955,552 123,101 524,897 506,892 404,153 349,375 4,863,970
redirections 3,388,049 105,147 617,379 456,977 217,963 404,009 5,189,524
translations – 3,445,273 2,844,645 2,841,914 3,046,323 3,083,365 15,261,520

WordNet
{

monosemous – 97,327 97,680 97,852 98,089 97,435 488,383
SemCor – 6,852 6,855 6,850 6,856 6,855 34,268

Total 6,550,579 3,777,700 4,091,456 3,910,485 3,773,384 3,941,039 26,044,643

Table 12
Number of lexico-semantic relations harvested from WordNet, WordNet glosses and the 6 wikipedias.

English Catalan French German Italian Spanish Total

WordNet 364,552 – – – – – 364,552
WordNet glosses 617,785 – – – – – 617,785
Wikipedia 50,104,884 978,006 5,613,873 5,940,612 3,602,395 3,411,612 69,651,382

Total 51,087,221 978,006 5,613,873 5,940,612 3,602,395 3,411,612 70,633,719

In Table 10 we report the number of monosemous and polysemous words divided by part of speech. Given that we work
with nominal synsets only, the numbers for verbs, adjectives and adverbs are the same as in WordNet 3.0. As for nouns,
we observe a very large number of monosemous terms (almost 23 million), but also a large number of polysemous terms
(more than 1 million). Both numbers are considerably larger than in WordNet, because – as remarked above – terms here
denote both concepts (mainly from WordNet) and named entities (mainly from Wikipedia).

5.3. Concepts

BabelNet contains more than 3 million concepts, i.e., Babel synsets, and more than 26 million word senses (regardless
of their language). In Table 9 we report the number of synsets covered for each language (third column) and the num-
ber of word senses lexicalized in each language (fourth column). 72.3% of the Babel synsets contain lexicalizations in all
6 languages and the overall number of word senses in English is much higher than those in the other languages (owing
to the high number of synonyms available in the English WordNet synsets). Each Babel synset contains 8.6 synonyms, i.e.,
word senses, on average, in any language. The number of synonyms per synset for each language individually ranges from a
maximum 2.2 for English to a minimum 1.7 for Italian, with an average of 1.8 synonyms per language.

In Table 11 we show for each language the number of word senses obtained directly from WordNet, Wikipedia pages and
redirections, as well as Wikipedia and WordNet translations (as a result of the translation process described in Section 3.2).

5.4. Relations

We now turn to relations in BabelNet. Relations come either from Wikipedia hyperlinks (in any of the covered languages)
or WordNet. All our relations are semantic, in that they connect Babel synsets (rather than senses), however the relations
obtained from Wikipedia are unlabeled.19 In Table 12 we show the number of lexico-semantic relations from WordNet,
WordNet glosses and the 6 wikipedias used in our work. We can see that the major contribution comes from the English
Wikipedia (50 million relations) and wikipedias in other languages (a few million relations, depending on their size in terms
of number of articles and links therein).

19 In a future release of the resource we plan to perform an automatic labeling based on work in the literature. See [81] for recent work on the topic.
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given the corresponding WordNet gloss and/or Wikipage. Note that the synsets that intersect with Wikipedia may have
translations from Wikipedia links and Wikipedia translated sentences, whereas the synsets that intersect with WordNet
may have translations from SemCor sentences (cf. Section 4.2.3).

4.2.4.2. Results and discussion. In Table 8 we report precision (i.e., the percentage of lexicalizations deemed correct) and,
in parentheses, the total number of translations evaluated for each language (columns) in one of the three regions of
BabelNet (rows). The results show that different regions of BabelNet contain translations of different quality: WordNet-
only synsets have a precision of around 72%, which considerably increases by using translations from Wikipedia links and
sense-labeled data (around 80% in the intersection and 95% with Wikipedia-only translations). The absolute numbers in
parentheses indicate that the number of translations from Wikipedia is higher than that of WordNet: this is due to our
method collecting many translations from the redirections found in the wikipedias of the target languages (Section 3.2), as
well as to the paucity of examples in SemCor. In addition, some of the synsets in WordNet with no Wikipedia counterpart
are very difficult to translate. Examples include terms like yodeling, crape fern, peri, and many others for which we could not
find translations in major editions of bilingual dictionaries. In contrast, good translations were produced using our machine
translation method when enough sentences were available. Examples include, among others, Laientheaterde for amateur
theatreen, attore cinematograficoit for film actoren, etc.

5. Anatomy of BabelNet

In this section we provide statistics for the current version of BabelNet, obtained by applying the construction method-
ology described in Section 3, and evaluated in Section 4.

5.1. WordNet-Wikipedia mapping configuration

The version of BabelNet that we describe in this section is based on the best performing mapping technique among those
evaluated in Section 4.1.1 (in terms of accuracy and balanced F-measure) – i.e., a graph-based method combining taxonomic
and gloss relations at maximum depth of 2. The overall mapping contains 89,226 pairs of Wikipages and word senses they
map to, covers 52% of the noun senses in WordNet, and has a reported accuracy of more than 82% (cf. Table 1).

The WordNet–Wikipedia mapping contains 72,572 lemmas, 10,031 and 26,398 of which are polysemous in WordNet and
Wikipedia, respectively. Our mapping thus covers at least one sense for 62.9% of WordNet’s polysemous nouns (10,031 out
of 15,935): these polysemous nouns can refer to 44,449 and 71,918 different senses in WordNet and Wikipedia, respectively,
13,241 and 16,233 of which are also found in the mapping.

5.2. Lexicon

BabelNet currently covers 6 languages, namely: English, Catalan, French, German, Italian and Spanish. Its lexicon includes
lemmas which denote both concepts (e.g., dramatic play) and named entities (e.g., Shakespeare). The second column of
Table 9 shows the number of lemmas for each language. The lexicons have the same order of magnitude for the 5 non-
English languages, whereas English shows larger numbers due to the lack of inter-language links and annotated sentences
for many terms, which prevents our construction approach from providing translations.

* tables obtained from [1]
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Table 10
Number of monosemous and polysemous words by part of speech (verbs, adjectives and adverbs are the
same as in WordNet 3.0).

POS Monosemous words Polysemous words

Noun 22,763,265 1,134,857
Verb 6,277 5,252
Adjective 1,503 4,976
Adverb 3,748 733

Total 22,789,793 1,145,818

Table 11
Composition of Babel synsets: number of synonyms from the English WordNet, Wikipedia pages and translations, as well as translations of WordNet’s
monosemous words and SemCor’s sense annotations.

English Catalan French German Italian Spanish Total

English WordNet 206,978 – – – – – 206,978

Wikipedia

⎧
⎨

⎩

pages 2,955,552 123,101 524,897 506,892 404,153 349,375 4,863,970
redirections 3,388,049 105,147 617,379 456,977 217,963 404,009 5,189,524
translations – 3,445,273 2,844,645 2,841,914 3,046,323 3,083,365 15,261,520

WordNet
{

monosemous – 97,327 97,680 97,852 98,089 97,435 488,383
SemCor – 6,852 6,855 6,850 6,856 6,855 34,268

Total 6,550,579 3,777,700 4,091,456 3,910,485 3,773,384 3,941,039 26,044,643

Table 12
Number of lexico-semantic relations harvested from WordNet, WordNet glosses and the 6 wikipedias.

English Catalan French German Italian Spanish Total

WordNet 364,552 – – – – – 364,552
WordNet glosses 617,785 – – – – – 617,785
Wikipedia 50,104,884 978,006 5,613,873 5,940,612 3,602,395 3,411,612 69,651,382

Total 51,087,221 978,006 5,613,873 5,940,612 3,602,395 3,411,612 70,633,719

In Table 10 we report the number of monosemous and polysemous words divided by part of speech. Given that we work
with nominal synsets only, the numbers for verbs, adjectives and adverbs are the same as in WordNet 3.0. As for nouns,
we observe a very large number of monosemous terms (almost 23 million), but also a large number of polysemous terms
(more than 1 million). Both numbers are considerably larger than in WordNet, because – as remarked above – terms here
denote both concepts (mainly from WordNet) and named entities (mainly from Wikipedia).

5.3. Concepts

BabelNet contains more than 3 million concepts, i.e., Babel synsets, and more than 26 million word senses (regardless
of their language). In Table 9 we report the number of synsets covered for each language (third column) and the num-
ber of word senses lexicalized in each language (fourth column). 72.3% of the Babel synsets contain lexicalizations in all
6 languages and the overall number of word senses in English is much higher than those in the other languages (owing
to the high number of synonyms available in the English WordNet synsets). Each Babel synset contains 8.6 synonyms, i.e.,
word senses, on average, in any language. The number of synonyms per synset for each language individually ranges from a
maximum 2.2 for English to a minimum 1.7 for Italian, with an average of 1.8 synonyms per language.

In Table 11 we show for each language the number of word senses obtained directly from WordNet, Wikipedia pages and
redirections, as well as Wikipedia and WordNet translations (as a result of the translation process described in Section 3.2).

5.4. Relations

We now turn to relations in BabelNet. Relations come either from Wikipedia hyperlinks (in any of the covered languages)
or WordNet. All our relations are semantic, in that they connect Babel synsets (rather than senses), however the relations
obtained from Wikipedia are unlabeled.19 In Table 12 we show the number of lexico-semantic relations from WordNet,
WordNet glosses and the 6 wikipedias used in our work. We can see that the major contribution comes from the English
Wikipedia (50 million relations) and wikipedias in other languages (a few million relations, depending on their size in terms
of number of articles and links therein).

19 In a future release of the resource we plan to perform an automatic labeling based on work in the literature. See [81] for recent work on the topic.
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Table 13
Glosses for the Babel synset referring to the concept of play as ‘dramatic work’.

English

⎧
⎨

⎩

WordNet A dramatic work intended for performance by actors on a stage.

Wikipedia
A play is a form of literature written by a playwright, usually consisting of scripted dialogue
between characters, intended for theatrical performance rather than just reading.

Catalan
El drama en termes generals és una obra literària o una situació de la vida real que resulta
complexa i difícil però amb un final favorable o feliç.

French
Le drame (du latin drama, emprunté au grec ancien δρα̃µα/drâma, qui signifie action (théâ-
trale), pièce de théâtre) désigne étymologiquement toute action scénique.

German
Drama (altgriechisch δρα̃µα dráma ‘Handlung’) ist ein Oberbegriff für Texte mit verteilten
Rollen.

Italian
Un dramma, dal greco “drama” (azione, storia; da δραν, fare), è una forma letteraria che in-
clude parti scritte per essere interpretate da attori.

Spanish
Drama (del griego δρα̃µα, hacer o actuar) es la forma de presentación de acciones a través de
su representación por actores.

5.5. Glosses

Each Babel synset naturally comes with one or more glosses (possibly available in many languages). In fact, WordNet
provides a textual definition for each English synset, while in Wikipedia a textual definition can be reliably obtained from
the first sentence of each Wikipage.20 Overall, BabelNet includes 4,683,031 glosses (2,985,243 of which are in English). In
Table 13 we show the glosses for the Babel synset which refers to the concept of play as ‘dramatic work’.

5.6. Sense-tagged corpus

BabelNet also includes a sense-tagged corpus containing the sentences input to the Machine Translation system (cf.
Section 3.2). The corpus, called BabelCor, is built by collecting from SemCor and Wikipedia those sentences which contain an
occurrence of a polysemous word labeled with a WordNet sense (in SemCor) or hyperlinked to a Wikipage (in Wikipedia). A
frequency threshold of at least 3 sentences per sense is used in order to make sure that meaningful statistics are computed
from the MT system’s output, thus ensuring precision. As a result, BabelCor contains almost 2 million sentences (1,986,557
in total, of which 46,155 from SemCor and 1,940,402 from Wikipedia), which provide sense-annotated data for 330,993
senses contained in BabelNet (6,856 from WordNet and 324,137 from Wikipedia).

6. Extrinsic evaluation

In this section we present a set of three extrinsic evaluations quantifying the impact of BabelNet against a variety of
benchmarking datasets. Crucially, the next three subsections aim to show that state-of-the-art performance can be achieved
and surpassed when BabelNet is used as the component providing the knowledge needed to perform lexical disambiguation
both at the monolingual and multilingual level. Specifically, we tested BabelNet on three SemEval tasks: evaluation of wide-
coverage knowledge resources (Section 6.1), coarse-grained English all-words Word Sense Disambiguation (Section 6.2) and
cross-lingual Word Sense Disambiguation (Section 6.3).

6.1. Evaluation of wide-coverage knowledge resources

We first evaluate BabelNet using the SemEval-2007 task 16 on evaluating wide-coverage knowledge resources [27]
(KBEval henceforth). In this task, a variety of knowledge bases are assessed by first generating so-called topic signatures
[65] and then using these to perform monolingual Word Sense Disambiguation (WSD) on standard datasets from previous
Senseval [74] and SemEval [109] competitions.

KBEval provides a unified framework for comparing different knowledge bases while being as neutral as possible as
regards the specific properties of each resource. First, given a concept, a topic signature – i.e., a weighted word vector –
is generated: the vector elements represent words which are related to the initial concept, together with their strength of
association. These topic signatures are then used to perform WSD: given a test sentence, namely a target word in context,
we consider the topic signatures for each of the target word’s senses. Then, we compute a simple score based on word
overlap between each of these topic signatures and the test sentence. The word sense with the highest overlap is selected.
Note that this represents, in practice, a simple unsupervised WSD algorithm which aims at maximizing the lexical overlap
between the target word’s context and the vectors assigned to each concept in the knowledge resource.

20 “The article should begin with a short declarative sentence, answering two questions for the nonspecialist reader: What (or who) is the subject? and
Why is this subject notable?”, extracted from http://en.wikipedia.org/wiki/Wikipedia:Writing_better_articles. This simple, albeit powerful, heuristic has been
previously used successfully to construct a corpus of definitional sentences [97] and learn a definition and hypernym extraction model [95].

+ BabelCor - Sense-tagged corpus with almost 2 million sentences (46,155 
from SemCor and 1,940,402 from Wikipedia) - 330,993 annotated senses 

* tables obtained from [1]
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New BabelNet 2.5

Integrates data from:!
WordNet3.0 
Wikipedia, Wiktionary, Wikidata 
OmegaWiki 
Open Multilingual WordNet ☺!
DBpedia 

Now also includes:  
Translations for all open-class POS;!
Links to Categories;!
Images;!
etc.;
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New BabelNet 2.5 Stats

Number of languages: 50

Total number of Babel synsets: 9,348,287

Total number of Babel senses: 67,873,191

Total number of concepts: 3,684,512

Total number of Named Entities: 5,663,775

Total number of lexico-semantic relations: 262,687,848

Total number of glosses (textual definitions): 21,771,854

Total number of images: 7,764,270

Total number of RDF triples: 1,138,337,378

* data and charts obtained from http://babelnet.org/stats

http://babelnet.org/stats
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Let’s go online for a second…

We’ll continue shortly after with… 
Extrinsic Evaluation
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SemEval-2007 - Task#16

SemEval-2007 T#16 - Evaluating wide-coverage Knowledge 
Resources (KBEval)!
Knowledge bases were assessed by first generating so-called 
topic signatures + monolingual WSD; 
!

Task:  
1. Given a concept, generate a topic signature (e.g. word vector) 

2. Unsupervised monolingual WSD: 
given a word in context, compute the topic signature for 
each word in context,  
compute a simple overlap score (with test sentence), 
word sense with max score is selected;
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SemEval-2007 - Task#16

Test data: !
Two sets from previous Senseval and SemEval tasks; 
Sense annotated with PWN senses; 

!

BabelNet-1 & BabelNet-2 Systems!
1. Collect all synsets where word appears as synonym in a 

WN ‘Babel enriched’ synset; 
2. Topic signature is all the english lexicalizations 

reachable by a distance of 1 and 2 (respectively); 
3. Output the PWN synset associated with the winning 

BabelNet Synset; 
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SemEval-2007 - Task#16
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Table 14
Excerpt of topic signatures for different senses of future using BabelNet-1 and BabelNet-2.

(a) BabelNet-1
future1

n futuristic:1.0, time to come:1.0, past:0.35, tomorrow:0.12, foretelling:0.06, prognostication:0.06

future2
n tense:1.0, perfect:0.44, grammar:0.29, grammatical aspect:0.14, linguistics:0.14, verb:0.13

future3
n finance:1.0, commodities trade:0.07, goods economics:0.08, price:0.04, buy:0.03, purchase:0.03

(b) BabelNet-2
future1

n futurity:1.0, yesteryear:0.68, eternalism:0.42, fiction:0.4, timeline:0.33, oracle:0.31, doomsday:0.17

future2
n tense:1.0, perfect:0.44 modality:0.42, auxiliary:0.41, active voice:0.21, grammatical tense:0.20

future3
n finance:1.0, dollar:0.30, turnover:0.29, nominative:0.27, economics:0.17, service:0.17, law:0.14

Table 15
Results on the SemEval-2007 task 16: Evaluation of wide coverage knowledge resources.

(a) Senseval-3 English Lexical Sample task:

Knowledge base P R F1 Avg. size

TRAIN 65.1 65.1 65.1 450
TRAIN-MFS 54.5 54.5 54.5 –
WN-MFS 53.0 53.0 53.0 –
SEMCOR-MFS 49.0 49.1 49.0 –

TSSEM 52.5 52.4 52.4 103

BabelNet-1 44.3 44.3 44.3 119
BabelNet-2 35.0 35.0 35.0 2,128
KnowNet-20 44.1 44.1 44.1 610

RANDOM 19.1 19.1 19.1 –

(b) SemEval-2007 English Lexical Sample (task 17):

Knowledge base P R F1 Avg. size

TRAIN 87.6 87.6 87.6 450
TRAIN-MFS 81.2 81.2 81.2 –
WN-MFS 66.2 59.9 62.9 –
SEMCOR-MFS 42.4 38.4 40.3 –

WN + XWN + KN-20 53.0 53.0 53.0 627

BabelNet-1 52.2 46.3 49.1 130
BabelNet-2 56.9 53.1 54.9 2,352
KnowNet-20 49.5 46.1 47.7 561

RANDOM 19.1 19.1 19.1 –

In the case of BabelNet, given an input word, we first collect all Babel synsets where the word occurs as a WordNet
synonym. For each Babel synset, we then generate a topic signature for the synset by adopting the same method used by
the SemEval task organizers for other semantic networks [27]: that is, we collect all Babel synsets that can be reached from
the initial synset at distance 1 (‘BabelNet-1’) or 2 (‘BabelNet-2’) and then output all their English lexicalizations. In Table 14
we show an excerpt of the topic signatures for the senses of the word futuren using BabelNet.

Results for BabelNet, together with other competing knowledge resources, are presented in Table 15. Evaluation is per-
formed using standard metrics of precision, recall and F1-measure on the datasets from the Senseval-3 and SemEval-2007
English lexical sample tasks. Following the original task evaluation report [27], we also report the average size of the topic
signature per word sense. Since words in these datasets are all annotated with WordNet senses, which thus provides the
sense inventory, for each instance of a target word in the test set we output its WordNet sense found in the highest-scoring
Babel synset. For each dataset we compare with a variety of standard baselines for the task:

• RANDOM, which performs a random sense assignment (lower bound).
• SEMCOR-MFS, which assigns the most frequent sense of a word found in the SemCor sense-tagged corpus.
• WN-MFS, which selects the first sense of the target word, as found in WordNet 1.6.
• TRAIN-MFS, which assigns the most frequent sense of the target word, as found in the training data of each dataset.
• TRAIN, which builds a topic signature for each word sense directly from the training data based on a TF∗IDF scoring. As

pointed out in [27], whereas in a standard WSD scenario this would represent a somewhat simple supervised approach,
in the context of this evaluation framework it provides, instead, an upper bound, since no better topic signatures can
be created for a sense than those derived from its own annotated corpus.

F1 = 49.9 and 43.3 on SemEval-2007 for WordNet and Wikipedia-only 
relations at distance 2, respectively 

* tables obtained from [1]
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SemEval-2007 - Task#7

SemEval-2007 T#7 - Coarse-grained all-words WSD task!
Is granularity of WN senses an obstacle for WSD?  
A coarse sense inventory is obtained semi-automatically by 
clustering WN senses via a mapping to the Oxford Dictionary 
of English; 
!
Task:  
1. ~6,000 words ‘coarse + grained’ sense tagged,  
2. Participants have access to a lemma and a POS for each 

content word; 
3. They have to output a coarse sense (optionally a cluster 

replaces the fine-grained sense choice) for each word.
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SemEval-2007 - Task#7

BabelNet in SemEval-2007 T#7:!
Hypothesis: the meanings of Wikipages are intuitively coarser 
than those in WordNet, so it should be better at coarser WSD.  
1. Edge filtering: filtered paths connecting different senses of 

the same word + removed edges from the graph whose 
weight is below a certain threshold;  

2. Defined a general framework for transforming an input 
context into a graph; (same as for estimating mapping probabilities) 

3. Applied 4 algorithms for graph-based lexico-semantic 
disambiguation;  

4. Best results with MFS is assigned when no sense 
assignment it attempted; (weakly supervised)
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Table 17
Performance on SemEval-2007 coarse-grained all-words WSD with MFS as a back-off strategy when no sense assignment is at-
tempted. The differences between the results in bold in each column of the table are not statistically significant at p < 0.05 based
on a χ2 test.

Resource Algorithm
Nouns only All words
P/R/F1 P/R/F1

WordNet

Degree 80.1 79.7
PLength 80.3 79.8
SProbability 79.5 79.3
PageRank 79.7 79.4

BabelNet

Degree 84.7 82.3
PLength 85.4 82.7
SProbability 84.6 82.1
PageRank 82.1 80.1

SUSSX-FR 81.1 77.0
TreeMatch N/A 73.6
NUS-PT 82.3 82.5
SSI 84.1 83.2

MFS BL 77.4 78.9
Random BL 63.5 62.7

p < 0.01). Improvements are given by a higher recall, thanks to the enriched structure of BabelNet: exploiting encyclopedic
relations from Wikipedia and complementing them with those from WordNet yields, in fact, an improvement in recall of
up to +14.6% for nouns (SProbability) and +13.8% for all parts of speech (Degree): this improvement, coupled with small
variations in the precision rate, yields an overall improvement on the F1-measure of up to +9.3% for nouns (SProbability)
and +8.0% for all parts of speech (Degree). Results for different methods using the same knowledge resource are not
statistically significantly different, thus highlighting the fact that considerable improvements in knowledge-based WSD can
be achieved by means of enriching existing semantic networks with high-quality relations, regardless of the method used
to obtain these relations – i.e., from a complementary perspective, graph-based methods will not necessarily achieve a
competitive performance unless they are fed with high-quality and wide-coverage structured knowledge.

The improvements given by BabelNet are smaller when evaluating on the entire dataset, rather than its noun-only subset:
this is because, when comparing with WordNet, performance on verbs and adverbs tends be lower, due to the enriched
network amplifying the bias of the connectivity measures towards verb senses which are (directly or indirectly) connected
to the noun hierarchy. Nevertheless, in this case, too, BabelNet outperforms WordNet by a statistically significant margin,
again thanks to improvements in recall with small decreases in the precision rate as a trade-off. Finally, using BabelNet
enables us to beat the MFS baseline on nouns, which is a notably difficult competitor for unsupervised and knowledge-rich
systems: we are not able to achieve the same result when evaluating on all words, due to the much lower recall deriving
from the limited connectivity of parts of speech other than nouns in WordNet.

To further investigate the performance of BabelNet, we follow [89] and run our algorithms in a weakly supervised setting
where the WSD system attempts no sense assignment if the highest score among those assigned to the senses of a target
word is below a certain (empirically estimated) threshold. In this setting, in order to disambiguate all instances, we use the
MFS as a back-off strategy: that is, the system falls back to assigning to the target word in context its most frequent sense
from SemCor. Similarly to all other parameters, the optimal value for this threshold is estimated by maximizing the F1 of
each measure on our development set: given the scores for all instances, these are normalized in the [0,1] interval and the
optimal value is found by evaluating performance at each step by incrementing the threshold value by 0.01. Finally, in order
to benchmark BabelNet not only against WordNet, but also against other state-of-the-art systems, we compare it with the
best unsupervised [59] (SUSSX-FR) and supervised [18] (NUS-PT) systems participating in the SemEval-2007 coarse-grained
all-words task. We also compare with Structural Semantic Interconnections [94] (SSI) – a knowledge-based system that
participated out of competition – and the unsupervised proposal from [19] (TreeMatch).

Table 17 shows the results of our algorithms in the weakly-supervised setting. BabelNet achieves a competitive per-
formance both on the entire dataset and its subset containing only nominal target instances. On this latter subset, its
performance is comparable with SSI and significantly better than the best supervised and unsupervised systems (+3.1%
and +4.3% F1 against NUS-PT and SUSSX-FR). On the entire dataset, it outperforms SUSSX-FR and TreeMatch (+5.7% and
+9.1%) and its recall is not statistically different from that of SSI and NUS-PT. This result is particularly interesting, given
that BabelNet is extended only with relations between nominals, and, in contrast to SSI, it does not rely on a costly human
effort to validate the set of semantic relations. Last but not least, we achieve state-of-the-art performance with a battery of
simpler algorithms that are based on the notion of connectivity in the context graph.24

24 Small performance differences with WordNet++ [106] (e.g., −0.1% R/P/F1 on the nouns-only dataset) are due to a different weighting scheme and are
not statistically significant. WordNet++ uses in fact a filter to rule out weak semantic relations from Wikipedia by computing, for a given pair of Wikipages,
their semantic strength as the degree of overlap between the two bags of words built from the labels of their Wikipedia categories. BabelNet, instead, relies

* Best results were found for a maximum depth of 3, and a minimum edge weight of 0.01!

BabelNet beats the MFS baseline on nouns (a notably difficult competitor for unsupervised 
and knowledge-rich systems) - even without back-off strategy.

* table obtained from [1]
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SemEval-2010 - Task#3

SemEval-2010 T#3: Cross-lingual WSD!
In this task, lexical disambiguation is operationalized as a word 
translation task; 
!
Task:  
1. Given a predefined predefined sense inventory in a MLCorpus 

(where all necessary sense distinctions are available for every 
language);   

2. 20 target words x 50 sentences each (1,000 test instances), 
for each word in context, participants disambiguate the target 
word by translating it into a different language; 

3. The meaning preservingness of the translations are evaluated 
from a list of weighted/ranked, gold-standard translations;
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BabelNet in SemEval-2010 T#3:!
Same ‘turn input into graph’ framework from an input + context 
(max. depth of 3) + 4 algorithms for monolingual WSD; 

Standard Setting: return MFTranslation from wining synset 
(as ordered by frequency of alignment in Europarl); back-
off to MFAlignment in Europarl - if no sense assigned 

For better insight: remove from selected synset lexicalizations 
not seen in the gold-standard corpus; then MFTranslation; 
back-off to MFAlignment in Europarl; (+Oracle Transl.) 
Upper bounds:!

BabelNet: return all gold-standard translations found in the 
known BabelSS of the test instance; 
Task: since evaluation metrics are not in %, this gives the 
highest ranking translations chosen by humans; 

SemEval-2010 - Task#3
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Table 18
Results on the SemEval-2010 task 3: Cross-lingual Word Sense Disambiguation.

French German Italian Spanish

P R P R P R P R

Baseline 21.25 21.25 13.16 13.16 15.18 15.18 19.74 19.74
UvT-v – – – – – – 23.39 23.39
UvT-g – – – – – – 19.83 19.64
T3-COLEUR 21.97 21.75 13.18 13.05 14.82 14.67 19.83 19.64

Degree 22.94 22.94 17.15 17.15 18.03 18.03 22.48 22.48
+ ORACLE TRANSLATIONS 25.82 25.82 20.16 20.16 21.13 21.13 25.26 25.26

PLength 23.42 23.42 17.72 17.72 18.19 18.19 22.76 22.76
+ ORACLE TRANSLATIONS 25.87 25.87 20.42 20.42 21.47 21.47 25.76 25.76

SProbability 23.27 23.27 17.61 17.61 18.14 18.14 22.69 22.69
+ ORACLE TRANSLATIONS 25.85 25.85 20.50 20.50 21.74 21.74 25.48 25.48

PageRank 22.62 22.62 16.98 16.98 16.76 16.76 21.11 21.11
+ ORACLE TRANSLATIONS 26.00 26.00 20.85 20.85 21.71 21.71 26.19 26.19

BabelNet upper bound 30.21 30.21 25.39 25.39 27.67 27.67 30.73 30.73

Task upper bound 39.44 100.00 34.36 100.00 40.00 100.00 39.54 100.00

• Standard setting: we return the most frequent translation from the highest-scoring synset. In the case that no sense
assignment is attempted (i.e., no Babel synset of the target word is connected to any other sense of the context words,
or a tie occurs), the system returns the most frequent word alignment found in the Europarl corpus.

• +ORACLE TRANSLATIONS: we start with the output of the standard setting and, for each instance, we remove from the
set of translations of the highest scoring Babel synset all those which are not found in the gold-standard annotation.
We then return the most frequent translation from this set of ‘clean’ lexicalizations and back-off to the most frequent
Europarl alignment if no such translation is available as a result of this filtering process.

In addition, we computed the following two upper bounds:

• BabelNet upper bound: we output for each test instance the largest subset of gold-standard translations found among
the Babel synsets containing the test instance. Once again, we fill the missing sense assignment by backing off to the
Europarl most frequent translations. This upper bound quantifies how well we can aim at performing knowledge-based
CL-WSD using BabelNet.

• Task upper bound: since the CL-WSD evaluation metrics do not represent percentages (due to the variability of less
credit being given to those items where annotators express differences), we compute the task upper bound by providing
as answer for each test item the most frequent translation among those chosen by the human annotators.

We compare the performance of BabelNet with the best unsupervised [45] (T3-COLEUR) and supervised [44] (UvT-v
and UvT-g) proposals which participated in the SemEval CL-WSD competition. In our experiments performance is evaluated
using a modified version of the official scorer, which includes bug fixes and computes precision and recall on the entire
dataset, rather than calculating the average across all target words (in line with the scoring criteria for other SemEval
WSD evaluations, including the original lexical substitution task). To make the comparison with other systems fair, we
re-evaluated the other systems’ output using our modified scorer.25

6.3.2. Results and discussion
Table 18 presents the results of our approach on the CL-WSD task, where we evaluate our systems on the French,

German, Italian and Spanish translations.26 The results indicate that using BabelNet ‘as-is’ already outperforms the baseline
by a large margin, as well as both unsupervised (T3-COLEUR) and supervised (UvT-g) systems. While all algorithms again
exhibit comparable performance, similarly to the monolingual WSD scenario, PLength yields the best overall results, followed
by SProbability, Degree and PageRank in turn. As a result of this we perform better than any other system that participated
in the competition, except for the UvT-v system from [44], i.e., an ensemble architecture (available only for Spanish and
Dutch) which combines different supervised classifiers using local and global context features within a voting architecture.

In the ‘ORACLE TRANSLATIONS’ setting, filtering the output of our system to retain only the gold-standard translations
additionally improves the results by removing wrong translations found in BabelNet: this setting evaluates the performance
of the disambiguation component of the CL-WSD system and shows that further improvements can be achieved by im-

25 This modified scorer is available at http://lcl.uniroma1.it/babelnet/clwsd-scorer.pl. Bug fixes were promptly submitted to and endorsed by the task
organizers.
26 We leave out the CL-WSD evaluation on Dutch, since this language is not covered by the current version of BabelNet.

Precision: number of correct system translations over the total number of translations returned by the 
system, each weighted by their score. (higher ranked would receive higher points) 
Recall: number of correct translations given by the system over the total number of items in the test set, 
each weighted by their score.

* tables obtained from [1]
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SemEval-2013 - Task#12

Multilingual WSD using BabelNet Senses!
!
Task Preparation:  
1. 13 articles were selected from WSMT, all existed in 4 langs. 

(English, French, German and Spanish) + translation in Italian;  
2. Due to the automatic integration, all the mappings of 8306 

synsets (for 978 lemmas appearing in the corpus), were 
manually checked (delete, add mapping or merge);   

3. Manual correction of POS, NE and MWE tagging; 
4. Manual sense annotation for English, projected across to other 

languages; 
5. Evaluated for precision and recall on BabelNet, Wordnet, 

(against WN MFS) and Wikipedia senses (against pseudo 
MFS for WikiSenses - WN frequency or lexical ordering).
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SemEval-2013 - Task#12

Cross Language Sense Projection:!
1. English dataset was manually annotated; (1+ senses allowed) 

2. Other datasets were sentence aligned, and lemmas 
compared to that lang’s lexical entries in used english senses; 

if a match occurred, that english sense would be projected; 
labelled 50%-70% of non-english datasets; 

3. Manually completed, corrected and later reviewed; 
only 22-37% needed correction; (simple but efficient)

Language Projected Valid Invalid
instances projections projections

French 1016 791 225
German 592 373 219
Italian 1029 774 255
Spanish 911 669 242

Table 2: Statistics when using the English sense an-
notations to project the correct sense of a lemma in
another language of the sentence-aligned test data.

languages using the sense translation API of Babel-
Net (Navigli and Ponzetto, 2012d). The projection
operated as follows, using the aligned sentences in
the English and non-English texts. For an instance
in the non-English text, all of the senses for that in-
stance’s lemma were compared with the sense an-
notations in the English sentence. If any of that
lemma’s senses was used in the English sentence,
then that sense was selected for the non-English
instance. The matching procedure operates at the
sentence-aligned level because the instances them-
selves are not aligned; i.e., different languages have
different numbers of instances per sentence, which
are potentially ordered differently due to language-
specific construction. Ultimately, this projection la-
beled approximately 50-70% of the instances in the
other four languages. Given the projected senses,
the annotators for the other four languages were then
asked to (1) correct the projected sense labels and
(2) annotate those still without senses.4 These anno-
tations were recorded in text in a stand-off file; no
further annotation tools were used.

The resulting sense projection proved highly use-
ful for selecting the correct sense. Table 2 shows
the number of corrections made by the annotators
to the projected senses, who changed only 22-37%
of the labels. While simple, the projection method
offers significant potential for generating good qual-
ity sense-annotated data from sentence-aligned mul-
tilingual text.

In the third phase, an independent annotator re-
viewed the labels for the high-frequency lemmas for

4During the second phase, annotators were also allowed
to add and remove instances that were missed during the first
phase, which resulted in small number of changes.

all languages to check for systematic errors and dis-
cuss possible changes to the labeling. This review
resulted in only a small number of changes to less
than 5% of the total instances, except for German
which had a slightly higher percentage of changes.

Table 1 summarizes the sense annotation statis-
tics for the test set. Annotators were allowed to use
multiple senses in the case of ambiguity, but en-
couraged to use a single sense whenever possible.
In rare cases, a lemma was annotated with senses
from a different lemma. For example, WordNet does
not contain a sense for “card” that corresponds to
the penalty card meaning (as used in sports such
as football). In contrast, BabelNet has a sense for
“penalty card” from Wikipedia which, however, is
not mapped to the lemma “card”. In such cases,
we add both the closest meaning from the original
lemma (e.g., the rectangual piece of paper sense in
WordNet) and the most suitable sense that may have
a different lemma form (e.g., PENALTY CARD).

Previous annotation studies have shown that,
when a fine-grained sense inventory is used, annota-
tors will often label ambiguous instances with multi-
ple senses if allowed (Erk and McCarthy, 2009; Jur-
gens and Klapaftis, 2013). Since BabelNet is a com-
bination of a fine-grained inventory (WordNet) and
contains additional senses from Wikipedia, we ana-
lyzed the average number of BabelNet sense anno-
tations per instance, shown in column six of Table 1.
Surprisingly, Table 1 suggests that the rate of mul-
tiple sense annotation varies significantly between
languages.

BabelNet may combine multiple Wikipedia pages
into a single BabelNet synset. As a result, when
Wikipedia is used as a sense inventory, instances are
annotated with all of the Wikipedia pages associated
with each BabelNet synset. Indeed, Table 1 shows a
markedly increased multi-sense annotation rate for
three languages when using Wikipedia.

As a second analysis, we considered the observed
level of polysemy for each of the unique lemmas.
The last column of Table 1 shows the average num-
ber of different senses seen for each lemma across
the test sets. In all languages, often only a single
sense of a lemma was used. Because the test set is
constructed based on topical documents, infrequent
lemmas mostly occurred within a single document
where they were used with a consistent interpreta-

* table obtained from [2]

Sense projection statistics
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Language Instances Single- Multiword Named Mean senses Mean senses
words expressions Entities per instance per lemma

BabelNet

English 1931 1604 127 200 1.02 1.09
French 1656 1389 89 176 1.05 1.15
German 1467 1267 21 176 1.00 1.05
Italian 1706 1454 211 41 1.22 1.27
Spanish 1481 1103 129 249 1.15 1.19

Wikipedia

English 1242 945 102 195 1.15 1.16
French 1039 790 72 175 1.18 1.14
German 1156 957 21 176 1.07 1.08
Italian 1977 869 85 41 1.20 1.18
Spanish 1103 758 107 248 1.11 1.10

WordNet

English 1644 1502 85 57 1.01 1.10

Table 1: Statistics for the sense annotations of the test set.

and WordNet senses involving lemmas in our En-
glish test set for the task. Overall, we identified 8306
synsets for 978 lemmas to be manually checked. We
recruited 8 annotators in our research group and as-
signed each lemma to two annotators. Each anno-
tator was instructed to check each Babel synset and
determine whether any of the following three opera-
tions was needed:

• Delete a mapping and separate the WordNet
sense from the Wikipedia page (like in the ar-
senic vs. AS (ROMAN COIN) example above);

• Add a mapping between a WordNet sense and a
Wikipedia page (formerly available as two sep-
arate Babel synsets);

• Merge two Babel synsets which express the
same concept.

After disagreement adjudication carried out by
the first author, the number of delete, add and merge
operations was 493, 203 and 43, respectively, for a
total of 739 operations (i.e., 8.8% of synsets cor-
rected). As a result of our validation of BabelNet
1.1, we obtained version 1.1.1, which is currently
available online.

2.4 Sense Annotation

To ensure high quality annotations, the annotation
process was completed in three phases. Because
BabelNet is a superset of both the WordNet and
Wikipedia sense inventories, all annotators used the
BabelNet 1.1.1 sense inventory for their respective
language. These BabelNet annotations were then
projected into WordNet and Wikipedia senses. An-
notation was performed by one native speaker each
for English, French, German and Spanish and, for
Italian, by two native speakers who annotated dif-
ferent subsets of the corpus.

In the first phase, each annotator was instructed
to inspect each instance to check that (1) the lemma
was tagged with the correct part of speech, (2) lem-
mas were correctly annotated as named entity or
multiword expressions, and (3) the meaning of the
instance’s lemma had an associated sense in Ba-
belNet. Based on these criteria, annotators removed
dozens of instances from the original data.

In the second phase, each instance in the En-
glish dataset was annotated using BabelNet senses.
To reduce the time required for annotation in the
other languages, the sense annotations for the En-
glish dataset were then projected onto the other four

* table obtained from [2]

Statistics for sense annotated data
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7 systems participated; (6 for BabelNet; 4 to WN; 3 to Wiki) 

All of them used graph-based approaches for WSD; 
DAEBAK! (1 BabelNet) - ±5 sentence window around the target 
word; sense selection based on measuring connectivity to the 
synsets of neighboring lemmas; MFS as back off; 
GETALP (2x BabelNet, 1 WN) - all based on the ant-colony 
algorithm (tuned differently); BN1 optimizes from the trial data; 
BN2 and WN1 are completely unsupervised; 
UMCC-DLSI (3 x BabelNet, 1 WN, 1 Wiki) - all based on ISR-WN 
(resource that enriches WN semantic network from multiple 
lexical resources); WSD performed by an extension of the  
Personalized PageRank; RUN-1 uses all noun instances in the 
sentence as context, RUN-2 all noun instances in the document, 
and RUN-3 all words in the sentence; 
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Team System English French German Italian Spanish

DAEBAK! PD 0.604 0.538 0.591 0.613 0.600
GETALP BN-1 0.263 0.261 0.404 0.324 -
GETALP BN-2 0.266 0.257 0.400 0.324 0.371
UMCC-DLSI RUN-1 0.677 0.605 0.618 0.657 0.705
UMCC-DLSI RUN-2 0.685 0.605 0.621 0.658 0.710

UMCC-DLSI RUN-3 0.680 - - - -

MFS 0.665 0.453 0.674 0.575 0.645

Table 3: System performance, reported as F1, for all five languages in the test set when using BabelNet
senses. Top performing systems are marked in bold.

nouns in the document. Finally, the RUN-3 system
initializes using all words in the sentence.

5 Results and Discussion

All teams submitted at least one system using the
BabelNet inventory, shown in Table 3. The UMCC-
DLSI systems were consistently able to outperform
the MFS baseline (a notoriously hard-to-beat heuris-
tic) in all languages except German. Additionally,
the DAEBAK! system outperformed the MFS base-
line on French and Italian. The UMCC-DLSI RUN-
2 system performed the best for all languages. No-
tably, this system leverages the single-sense per dis-
course heuristic (Yarowsky, 1995), which uses the
same sense label for all occurrences of a lemma in a
document.

UMCC-DLSI submitted the only three sys-
tems to use Wikipedia-based senses. Table 4 shows
their performance. Of the three sense inventories,
Wikipedia had the most competitive MFS baseline,
scoring at least 0.694 on all languages. Notably,
the Wikipedia-based system has the lowest recall of
all systems. Despite having superior precision to the
MFS baseline, the low recall brought the resulting
F1 measure below the MFS.

Two teams submitted four total systems for Word-
Net, shown in Table 5. The UMCC-DLSI RUN-2
system was again the top-performing system, under-
scoring the benefit of using discourse information in
selecting senses. The other two UMCC-DLSI sys-
tems also surpassed the MFS baseline. Though still
performing worse than the MFS baseline, when us-
ing the WordNet sense graph, the GETALP system
sees a noticeable improvement of 0.14 over its per-

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 0  5  10  15  20  25  30  35  40  45

W
S

D
 F

1

Number of senses for the instance

DAEBAK! PD
GETALP BN-2

UMCC-DLSI Run-2

Figure 1: F1 measure according to the degree of
instance polysemy, reported when at least ten in-
stances have the specified polysemy.

formance on English data when using the WordNet
sense graph.

The disambiguation task encompasses multiple
types of entities. Therefore, we partitioned the Ba-
belNet test data according to the type of instance be-
ing disambiguated; Table 6 highlights the results per
instance type, averaged across all languages.5 Both
multiword expressions and named entities are less
polysemous, resulting in a substantially higher MFS
baseline that no system was able to outperform on
the two classes. However, for instances made of a
single term, both of the UMCC-DLSI systems were
able to outperform the MFS baseline.

BabelNet adds many Wikipedia senses to the ex-
isting WordNet senses, which increases the poly-

5We omit the UMCC-DLSI Run-3 system from analysis, as
it participated in only a single language.

English French German Italian Spanish

Team System Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

UMCC-DLSI RUN-1 0.619 0.484 0.543 0.817 0.480 0.605 0.758 0.460 0.572 0.785 0.458 0.578 0.773 0.493 0.602
UMCC-DLSI RUN-2 0.620 0.487 0.546 0.815 0.478 0.603 0.769 0.467 0.581 0.787 0.463 0.583 0.778 0.502 0.610
UMCC-DLSI RUN-3 0.622 0.489 0.548 - - - - - - - - - - - -

MFS 0.860 0.753 0.803 0.698 0.691 0.694 0.836 0.827 0.831 0.833 0.813 0.823 0.830 0.819 0.824

Table 4: The F1 measure for each system across all five languages in the test set when using Wikipedia-based
senses.

Team System Precision Recall F1

GETALP WN-1 0.406 0.406 0.406
UMCC-DLSI RUN-1 0.639 0.635 0.637
UMCC-DLSI RUN-2 0.649 0.645 0.647

UMCC-DLSI RUN-3 0.642 0.639 0.640

MFS 0.630 0.630 0.630

Table 5: System performance when using WordNet senses. Top performing systems are marked in bold.

Team System Single term Multiword expression Named Entity

DAEBAK! PD 0.502 0.801 0.910

GETALP BN-1 0.232 0.724 0.677
GETALP BN-2 0.235 0.740 0.656
UMCC-DLSI RUN-1 0.582 0.806 0.865
UMCC-DLSI RUN-2 0.584 0.809 0.864

MFS 0.511 0.853 0.920

Table 6: System F1 per instance type, averaged across all submitted languages, with the highest system
scores in bold.

English French German Italian Spanish

Team System Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

DAEBAK PD 0.769 0.364 0.494 0.747 0.387 0.510 0.762 0.307 0.438 0.778 0.425 0.550 0.778 0.450 0.570
GETALP BN-2 0.793 0.111 0.195 0.623 0.130 0.215 0.679 0.124 0.210 0.647 0.141 0.231 0.688 0.177 0.282
UMCC-DLSI RUN-1 0.787 0.421 0.549 0.754 0.441 0.557 0.741 0.330 0.457 0.796 0.461 0.584 0.830 0.525 0.643
UMCC-DLSI RUN-2 0.791 0.419 0.548 0.760 0.436 0.554 0.746 0.332 0.460 0.799 0.453 0.578 0.837 0.530 0.649

Table 7: System performance when the system’s annotations are restricted to only those senses that it also
uses in the aligned sentences of at least two other languages.

semy of most instances. As a further analysis, we
consider the relationship between the polysemy of
an instance’s target and system performance. In-
stances were grouped according to the number of
BabelNet senses that their lemma had; following,
systems were scored on each grouping. Figure 1
shows the performance of the best system from each

team on each polysemy-based instance grouping,
with a general trend of performance decay as the
number of senses increases. Indeed, all systems’
performances are negatively correlated with the de-
gree of polysemy, ranging from -0.401 (UMCC-
DLSI RUN-1) to -0.654 (GETALP BN-1) when
measured using Pearson’s correlation. All systems’

* tables obtained from [2]

F1 score per language on BabelNet senses

Systems’ performance on Wordnet senses (English Only)
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English French German Italian Spanish

Team System Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

UMCC-DLSI RUN-1 0.619 0.484 0.543 0.817 0.480 0.605 0.758 0.460 0.572 0.785 0.458 0.578 0.773 0.493 0.602
UMCC-DLSI RUN-2 0.620 0.487 0.546 0.815 0.478 0.603 0.769 0.467 0.581 0.787 0.463 0.583 0.778 0.502 0.610
UMCC-DLSI RUN-3 0.622 0.489 0.548 - - - - - - - - - - - -

MFS 0.860 0.753 0.803 0.698 0.691 0.694 0.836 0.827 0.831 0.833 0.813 0.823 0.830 0.819 0.824

Table 4: The F1 measure for each system across all five languages in the test set when using Wikipedia-based
senses.

Team System Precision Recall F1

GETALP WN-1 0.406 0.406 0.406
UMCC-DLSI RUN-1 0.639 0.635 0.637
UMCC-DLSI RUN-2 0.649 0.645 0.647

UMCC-DLSI RUN-3 0.642 0.639 0.640

MFS 0.630 0.630 0.630

Table 5: System performance when using WordNet senses. Top performing systems are marked in bold.

Team System Single term Multiword expression Named Entity

DAEBAK! PD 0.502 0.801 0.910

GETALP BN-1 0.232 0.724 0.677
GETALP BN-2 0.235 0.740 0.656
UMCC-DLSI RUN-1 0.582 0.806 0.865
UMCC-DLSI RUN-2 0.584 0.809 0.864

MFS 0.511 0.853 0.920

Table 6: System F1 per instance type, averaged across all submitted languages, with the highest system
scores in bold.

English French German Italian Spanish

Team System Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

DAEBAK PD 0.769 0.364 0.494 0.747 0.387 0.510 0.762 0.307 0.438 0.778 0.425 0.550 0.778 0.450 0.570
GETALP BN-2 0.793 0.111 0.195 0.623 0.130 0.215 0.679 0.124 0.210 0.647 0.141 0.231 0.688 0.177 0.282
UMCC-DLSI RUN-1 0.787 0.421 0.549 0.754 0.441 0.557 0.741 0.330 0.457 0.796 0.461 0.584 0.830 0.525 0.643
UMCC-DLSI RUN-2 0.791 0.419 0.548 0.760 0.436 0.554 0.746 0.332 0.460 0.799 0.453 0.578 0.837 0.530 0.649

Table 7: System performance when the system’s annotations are restricted to only those senses that it also
uses in the aligned sentences of at least two other languages.

semy of most instances. As a further analysis, we
consider the relationship between the polysemy of
an instance’s target and system performance. In-
stances were grouped according to the number of
BabelNet senses that their lemma had; following,
systems were scored on each grouping. Figure 1
shows the performance of the best system from each

team on each polysemy-based instance grouping,
with a general trend of performance decay as the
number of senses increases. Indeed, all systems’
performances are negatively correlated with the de-
gree of polysemy, ranging from -0.401 (UMCC-
DLSI RUN-1) to -0.654 (GETALP BN-1) when
measured using Pearson’s correlation. All systems’

* table obtained from [2]

F1 score per instance type, averaged across all languages
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English French German Italian Spanish

Team System Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

UMCC-DLSI RUN-1 0.619 0.484 0.543 0.817 0.480 0.605 0.758 0.460 0.572 0.785 0.458 0.578 0.773 0.493 0.602
UMCC-DLSI RUN-2 0.620 0.487 0.546 0.815 0.478 0.603 0.769 0.467 0.581 0.787 0.463 0.583 0.778 0.502 0.610
UMCC-DLSI RUN-3 0.622 0.489 0.548 - - - - - - - - - - - -

MFS 0.860 0.753 0.803 0.698 0.691 0.694 0.836 0.827 0.831 0.833 0.813 0.823 0.830 0.819 0.824

Table 4: The F1 measure for each system across all five languages in the test set when using Wikipedia-based
senses.

Team System Precision Recall F1

GETALP WN-1 0.406 0.406 0.406
UMCC-DLSI RUN-1 0.639 0.635 0.637
UMCC-DLSI RUN-2 0.649 0.645 0.647

UMCC-DLSI RUN-3 0.642 0.639 0.640

MFS 0.630 0.630 0.630

Table 5: System performance when using WordNet senses. Top performing systems are marked in bold.

Team System Single term Multiword expression Named Entity

DAEBAK! PD 0.502 0.801 0.910

GETALP BN-1 0.232 0.724 0.677
GETALP BN-2 0.235 0.740 0.656
UMCC-DLSI RUN-1 0.582 0.806 0.865
UMCC-DLSI RUN-2 0.584 0.809 0.864

MFS 0.511 0.853 0.920

Table 6: System F1 per instance type, averaged across all submitted languages, with the highest system
scores in bold.

English French German Italian Spanish

Team System Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

DAEBAK PD 0.769 0.364 0.494 0.747 0.387 0.510 0.762 0.307 0.438 0.778 0.425 0.550 0.778 0.450 0.570
GETALP BN-2 0.793 0.111 0.195 0.623 0.130 0.215 0.679 0.124 0.210 0.647 0.141 0.231 0.688 0.177 0.282
UMCC-DLSI RUN-1 0.787 0.421 0.549 0.754 0.441 0.557 0.741 0.330 0.457 0.796 0.461 0.584 0.830 0.525 0.643
UMCC-DLSI RUN-2 0.791 0.419 0.548 0.760 0.436 0.554 0.746 0.332 0.460 0.799 0.453 0.578 0.837 0.530 0.649

Table 7: System performance when the system’s annotations are restricted to only those senses that it also
uses in the aligned sentences of at least two other languages.

semy of most instances. As a further analysis, we
consider the relationship between the polysemy of
an instance’s target and system performance. In-
stances were grouped according to the number of
BabelNet senses that their lemma had; following,
systems were scored on each grouping. Figure 1
shows the performance of the best system from each

team on each polysemy-based instance grouping,
with a general trend of performance decay as the
number of senses increases. Indeed, all systems’
performances are negatively correlated with the de-
gree of polysemy, ranging from -0.401 (UMCC-
DLSI RUN-1) to -0.654 (GETALP BN-1) when
measured using Pearson’s correlation. All systems’

* tables obtained from [2]

Post Hoc: scores for outputs where at least two other aligned sentences (cross lingual) were used

No system used cross lingual WSD - did not used bitext nor 
multilingual structure of BabelNet; 
The task organisers tweaked the submitted systems to check 
the utility of simple multilingual sense analysis; 

Sense assignments were only kept iff at least two other aligned 
sentences have the same sense assigned to some word;
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Relating Concepts and Named Entities in WSD

(Tomás Milián, Thomas)
(Thomas Müller, Thomas)

(forward, striker)
(striker, striker) (FC Bayern Munich, Munich)

(Munich, Munich)

(Mario Adorf, Mario)
(Mario Basler, Mario)

(Mario Gomez, Mario)

Figure 1: An excerpt of the semantic interpretation graph automatically built for the sentence Thomas and Mario are
strikers playing in Munich (the edges connecting the correct meanings are in bold).

step is the selection of the most suitable candidate
meaning for each fragment f given a threshold ✓ to
discard semantically unrelated candidate meanings.
We score each meaning v 2 cand(f) with its nor-
malized weighted degree5 in the densest subgraph:

score((v, f)) =

w(v,f) · deg((v, f))P
v

0 2 cand(f)

w(v0
,f) · deg((v0, f))

(2)

where w(v,f) is the fraction of fragments the candi-
date meaning v connects to:

w(v,f) :=

|{f 0 2 F : 9v0 s.t. ((v, f), (v0, f 0
))

or ((v0, f 0
), (v, f)) 2 E

I

}|
|F |� 1

The rationale behind this scoring function is to
take into account both the semantic coherence, us-
ing a graph centrality measure among the candidate
meanings, and the lexical coherence, in terms of the
number of fragments a candidate relates to.

Finally, we link each f to the highest ranking can-
didate meaning v

? if score((v?, f)) � ✓, where ✓ is
a fixed threshold (see lines 14–18 of Algorithm 2).
For instance, in sentence (1) and for the fragment
Mario we select Mario Gomez as our final candidate
meaning and link it to the fragment.

Linking by densest subgraph. We now illustrate
our novel densest subgraph heuristic, used in line 12
of Algorithm 2, for reducing the level of ambiguity
of the initial semantic interpretation graph GI . The
main idea here is that the most suitable meanings of
each text fragment will belong to the densest area of
the graph. For instance, in Figure 1 the (candidate,
fragment) pairs (Thomas Müller, Thomas), (Mario
Gomez, Mario), (striker, striker) and (FC Bayern

5We denote with deg(v) the overall number of incoming and
outgoing edges, i.e., deg(v) := deg+(v) + deg�(v).

Algorithm 2 Candidate Disambiguation.
1: input: F , the fragments in the input text;

semSign, the semantic signatures;
µ, ambiguity level to be reached;
cand, fragments to candidate meanings.

2: output: selected, disambiguated fragments.
3: function DISAMB(F, semSign, µ, cand)
4: V

I

:= ;;E
I

:= ;
5: G

I

:= (V

I

, E

I

)

6: for each fragment f 2 F do
7: for each candidate v 2 cand(f) do
8: V

I

:= V

I

[ {(v, f)}
9: for each ((v, f), (v

0
, f

0
)) 2 V

I

⇥ V

I

do
10: if f 6= f

0 and v

0 2 semSign

v

then
11: E

I

:= E

I

[ {((v, f), (v0, f 0
))}

12: G

?

I

:= DENSSUB(F, cand,G
I

, µ)
13: selected := newMap < String, Synset >

14: for each f 2 F s.t. 9(v, f) 2 V

?

I

do
15: cand

?

(f) := {v : (v, f) 2 V

?

I

}
16: v

?

:= argmax

v2cand

?(f) score((v, f))

17: if score((v?, f)) � ✓ then
18: selected(f) := v

?

19: return selected

Munich, Munich) form a dense subgraph supporting
their relevance for sentence (1).

The problem of identifying the densest subgraph
of size at least k is NP-hard (Feige et al., 1999).
Therefore, we define a heuristic for k-partite graphs
inspired by a 2-approximation greedy algorithm for
arbitrary graphs (Charikar, 2000; Khuller and Saha,
2009). Our adapted strategy for selecting a dense
subgraph of GI is based on the iterative removal
of low-coherence vertices, i.e., fragment interpreta-
tions. We show the pseudocode in Algorithm 3.

We start with the initial graph G

(0)
I at step t = 0

(see line 5). For each step t (lines 7–16), first, we
identify the most ambiguous fragment fmax, i.e., the
one with the maximum number of candidate mean-

An excerpt of the semantic interpretation graph automatically built for the sentence Thomas and 
Mario are strikers playing in Munich (the edges connecting the correct meanings are in bold).

* graph obtained from [3]
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[EN] The queen of England was eating a delicious hot dog while 
she was waiting for her driver by the bank. 
[PT] A rainha de Inglaterra estava a comer um delicioso cachorro 
quente enquanto esperava pelo seu motorista junto ao banco. 
[IT] La regina di Inghilterra stava mangiando un hot dog delizioso 
mentre aspettava il suo autista alla banca. 
[CH1] 英国女王在银行等待她司机的时候吃了一个美味的热狗。 

[CH2] 当英格兰女王在银行等她的司机的时候，她正在吃着一个美味
的热狗。 

[JP] イギリスの女王様が銀行の手前で運転手を待っていながら美味
しいホットドッグを食べていた。 

[KO] 영국 여왕은 은행 옆에서 운전수를 기다리고 있을 때 맛있는 핫도그를 
먹고 있었다.
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BabelNet is ‘grand’ but a bit noisy; 
The WN disambiguation context for mapping Wiki to WN 
is too weak… (did they mentioned everything?) 
And from a cognitive perspective, weighted relations for 
WSD also seem the right choice for me; but also 
hierarchical (if a a threshold is reached by stronger 
relations, disregard weaker) 
Should we have the gloss relations explicit in the OMW? 

and could we ask ILI to try to provide WSD’ted 
definitions?  

This would be even more interesting with a stronger 
cross lingual disambiguation when mapping WikiSenses 
to WNSenses; (it may have happened in V2.5)

Some considerations
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