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Preliminaries

1 The objective of linguistic theories is to model mental grammar.
2 To access this mental grammar, linguists often conduct acceptability

judgment experiments.

Acceptability judgment experiment

How natural/acceptable do these sentences sound to you?

Sentence 1 2 3 4 5
The waitress doesn’t like him.
Waitress the doesn’t like him.

⇓
Sentence Mean Median
The waitress doesn’t like him. 4.5 5
Waitress the doesn’t like him. 1.7 2

⇓
Theory: In English NPs, determiners precede their nouns.
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Problem

Problem: Transfer from experimental data to theory
1 Most grammar frameworks assume that grammaticality is binary.
2 Judgment data rarely exhibits a binary division (Keller 2000; Featherston

2005).
3 Either data is wrong or binary grammaticality assumption is wrong.

Option 1: Data is confounded
1 Judgment response = grammar + performance.
2 Gradience most likely stems from performance confounds.
3 Hence, some idealization is warranted.

Option 2: Binary grammaticality assumption is too strong
1 Judgment response = grammar + performance.
2 Gradience persists in highly controlled experiments.
3 Hence, grammaticality is most likely a gradient notion.
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Adopting Solution 1: Idealization
Where to divide?

Assumption: Data is confounded. Some idealization is warranted.
Data (hypothetical):

1 The waitress doesn’t like him. (1–5; Mean: 4.5)
2 The waitress doesn’t like he. (1–5; Mean: 2.6)
3 Waitress the doesn’t like him. (1–5; Mean: 1.7)

How to idealize such data?

Idealization 1: Divide in the middle

0 1 2 3 4 5

3.1 The waitress doesn’t like him.
3.2 The waitress doesn’t like he.
3.3 Waitress the doesn’t like him.

Idealization 2: 4 and above only

0 1 2 3 4 5

3.4 The waitress doesn’t like him.
3.5 The waitress doesn’t like he.
3.6 Waitress the doesn’t like him.
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Adopting Solution 1: Idealization contd.
Theoretical issues

Different grammars from same data

G1 (cutoff: 2.5):
3.1 The waitress doesn’t like him.
3.2 The waitress doesn’t like he.
3.3 Waitress the doesn’t like him.

G2 (cutoff: 4):
3.4 The waitress doesn’t like him.
3.5 The waitress doesn’t like he.
3.6 Waitress the doesn’t like him.

‘Judgment response = grammar + performance’ does not warrant
idealization:

Carefully designed experiments minimize the impact of
performance-related confounds.
Performance-related confounds in AJTs are not well-understood.

Ultimately, idealizing data is riddled with problems and lacks empirical
justification.
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Adopting Solution 2: Gradient grammaticality
Lack of a suitable framework

Assumption: Data is reliable. Idealization is NOT warranted.
Data (hypothetical):

1 The waitress doesn’t like him. (1–5; Mean: 4.5)
2 The waitress doesn’t like he. (1–5; Mean: 2.6)
3 Waitress the doesn’t like him. (1–5; Mean: 1.7)

How to analyze such data?

1 Probabilistic grammars (e.g. Brew 1995; Riezler 1999; Miyao and Tsujii 2008)
Training algorithms assume corpora.
Acceptability judgment response ̸= frequency (Featherston 2005;
Kempen and Harbusch 2008).

2 Genuinely gradient frameworks (e.g., Harmonic Grammar, Legendre et al. 1990;
Linear-OT, Keller 2000)

Not well-formalized
OT is not as rich as well-developed frameworks such as HPSG and
LFG.

My proposal: A gradient version of HPSG (work-in-progress).
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What we know about gradience
Cumulativity and weights

Acceptability of a sentence is a function of (Keller 2000; Featherston 2005):
1 The number of constraint violations (and not satisfactions)
2 The relative severity of the violated constraints

Importantly, the violation weights combine linearly (Keller 2000; Hofmeister et al.
2014).

Example

1 The waitress doesn’t like him. (avg. acceptability = n)
2 The waitress doesn’t like he. (avg. acceptability = n − 1.10)
3 Waitress the doesn’t like him. (avg. acceptability = n − 1.90)
4 Waitress the doesn’t like he. (avg. acceptability ≊ n − (1.90 + 1.10))
5 Waitress the doesn’t like boss the. (avg. acceptability ≊ n − (1.90 + 1.90))
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What we know about gradience contd.
Gradient frameworks & Harmony function

These empirical observations led to the development of frameworks (e.g.,
Linear Optimality Theory) where:

1 Constraints are violable.
2 Constraints are attached numeric weights.
3 Grammaticality is the output of a real-valued mathematical function (i.e.,

Harmony function, Legendre et al. 1990; Keller 2000).

Linear Optimality Theory (Keller 2000)

Grammar is a tuple ⟨C, w⟩ where:
C is the constraint set, i.e., C = {C1, C2, ..., Cn}
w(Ci) is a function that maps a constraint Ci ∈ C on its weight wi.

Grammaticality of a sentence S is computed with harmony function:

H(S) = −
∑

i

w(Ci)v(S, Ci) (1)

w(Ci) = weight of ith constraint in grammar
v(S, Ci) = violation profile of ith constraint in grammar w.r.t. to sentence S
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Towards gradience in HPSG
Motivations

In Linear-OT, it is formally not clear how v(S, Ci) detects Ci violations in S.
1 Constraint formulations lack precision:

case-marking: DPs must be case marked.
subj: Clauses must have subjects.

(Grimshaw 1997)

2 Representation of S is formally impoverished.
3 In conclusion, there is a formal gap between constraints and S.

Why HPSG backbone is better:
1 Solid model-theoretic foundations
2 Constraints are precisely defined in a formal language.
3 S has a conspicuous formal structure.
4 In conclusion, there is a formally established relationship between

constraints and S.
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Towards gradience in HPSG
New RSRL (Richter 2004) definitions

Definition 1. Grammar
Γ is a grammar iff

Γ is a pair ⟨Σ, θ⟩,
Σ is a septuple ⟨S,⊑, Smax, A, F,R, Ar⟩,
θ is a set of ordered pairs such that:

θ = {⟨δ,w⟩ | δ ∈ DΣ
0 ∧ w ∈ R+}

In simpler terms: Each constraint is annotated with a positive real number.

Definition 2. Model
For each grammar Γ = ⟨Σ, θ⟩, for each Σ interpretation I = ⟨U, r, S, A, R ⟩,
The modelness degree of I with respect to Γ is:

M(I) = −
∑

i=1 |U\DI(δi)| · wi

In simpler terms: Grammaticality is tied to harmony function that operates on
HPSG models, which are rooted and non-exhaustive (Przepiórkowski 2021).
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Towards gradience in HPSG
Demonstrating M(I)

Example:

θ = {..., [(:∼ word) → (:phon ∼ elephant), 0.60], ...}

I:



headed-ph1

dtrs

〈word2
phon the3
synsem det4

, 1

word5
phon dog6
synsem noun7

〉
hd-dtr 1
...


1 |U\DI(δi)| · wi
2 |U\DI((:∼ word) → (:phon ∼ elephant))| · 0.60
3 |U\((U\DI(:∼ word)) ∪ DI(:phon ∼ elephant))| · 0.60
4 |{1, 2, 3, 4, 5, 6, 7}\(({1, 2, 3, 4, 5, 6, 7}\{2, 5}) ∪ ∅)| · 0.60
5 |{1, 2, 3, 4, 5, 6, 7}\({1, 3, 4, 5, 7} ∪ ∅)| · 0.60
6 |{1, 2, 3, 4, 5, 6, 7}\{1, 3, 4, 5, 7}| · 0.60
7 |{2, 5}| · 0.60
8 2 · 0.60
9 1.20 w.r.t. (:∼ word) → (:phon ∼ elephant)
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Background
Coordination of unlikes

One widely assumed position contends that conjuncts in a given coordinate
structure must have:

The same syntactic category (Chomsky 1957; Williams 1981; Bruening and Khalaf
2020)
The same case (Weisser 2020)

Counter-examples:
1 We all believe [[PP in positive energy] and [CP that what you give comes

back]].
(Patejuk and Przepiórkowski 2023)

2 [[NP(acc) Him] and [NP(nom) I]] are fighting.
(Parrot 2009)

Controversy continues:
Numerous attested counter-examples from Polish and English (see
Przepiórkowski 2022; Patejuk and Przepiórkowski 2023)
Lack of extensive cross-linguistic data
Lack of experimental data
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Outline

General Hypothesis

There is no universal requirement imposed by coordination that
conjuncts must match both in their category and case.

So long as the conjuncts serve the same grammatical function in the
sentence, valid category or case mismatches can occur in Turkish.

Design: Unlike category block & Unlike case block
Variables: category/case match × function match
Method: Token-set methodology (Cowart 1997).

Likert scale (–3 to 3).
Materials: 84 target sentences (split into 4 sub-surveys) and 22 fillers.
Sample: 48 native speakers of Turkish (Mean age = 30.25)
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Unlike category block
Conditions: Category (like/unlike) × Function (like/unlike)
Prediction: lcat-lf and ucat-lf sentences will receive higher scores compared
to lcat-uf and ucat-uf.
Materials: 12 × 4 = 48 target sentences split into 4 sub-surveys

ucat-lf: Either unlike adjuncts or arguments

(TS1) ⟨lcat-lf⟩. Bu
this

[[NP(subj) savaş-lar ]
war-pl

ve
and

[NP(subj) isyan-lar ]]
rebellion-pl

toprak-lar-ımız-da
land-pl-1pl.poss-loc

yıl-lar-ca
year-pl-advz

sür-dü.
continue-pst

‘These wars and rebellions continued for years in our lands.’

⟨ucat-lf⟩. Bu
this

isyan-lar
rebellion-pl

[[PP(obl) yıl-lar
year-pl

boyunca ]
throughout

ve
and

[NP(obl) her
every

gün ]]
day

sür-dü.
continue-pst

‘These rebellions continued for years and every day.’
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Unlike category block contd.
Conditions: Category (like/unlike) × Function (like/unlike)
Prediction: lcat-lf and ucat-lf sentences will receive higher scores compared
to lcat-uf and ucat-uf.
Materials: 12 × 4 = 48 target sentences split into 4 sub-surveys.

ucat-lf: Either unlike adjuncts or arguments

(TS1) ⟨lcat-uf⟩. [[NP(subj) Bu
this

savaş-lar ]
war-pl

ve
and

[NP(adjunct) toprak-lar-ımız-da ]]
land-pl-1pl.poss-loc

yıl-lar-ca
year-pl-advz

sür-dü.
continue-pst

Lit. ‘These wars and in our lands lasted for years.’

⟨ucat-uf⟩. [[NP(subj) Bu
this

savaş-lar ]
war-pl

ve
and

[AdvP(adjunct) yıl-lar-ca]]
year-pl-advz

sür-dü.
continue-pst

Lit. ‘These wars and for years lasted.’
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Unlike case block
Conditions: lcase-lf, ucase-lf, lcase-uf, ucase-uf (due to Turkish case system)
Prediction: lcase-lf and ucase-lf sentences will receive higher scores
compared to lcase-uf and ucase-uf.
Materials: 12 × 3 = 36 target sentences split into 4 sub-surveys.

ucase-lf: Unlike adjuncts

(TS4) ⟨lcase-lf⟩. Oğlum-a
son-dat

internet-ten
internet-abl

[[NOM(obj) şapka]
hat

ve
and

[NOM(obj) ayakkabı]]
shoe

al-dı-m
buy-pst-1sg

‘I bought my son a pair of shoes and a hat through the internet.’

⟨ucase-lf⟩. Oğlum-a
son-dat

[[ABL(adjunct) internet-ten]
internet-abl

ve
and

[INS(adjunct) kredi
credit

kart-ı-yla]]
card-3p-ins

ayakkabı
shoe

al-dı-m
buy-pst-1sg

‘I bought my son a pair of shoes through the internet and by credit
card.’
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Unlike case block contd.

Conditions: lcase-lf, ucase-lf, ucase-uf
Prediction: lcase-lf and ucase-lf sentences will receive higher scores
compared to lcase-uf and ucase-uf.
Materials: 12 × 3 = 36 target sentences split into 4 sub-surveys.

ucase-lf: Unlike adjuncts

(TS4) ⟨ucase-uf⟩. [[DAT(obl) Oğlum-a]
son-dat

ve
and

[ACC(obj) iste-diğ-i
want-ptcp-3p

ayakkabı-yı]]
shoe-acc

internet-ten
internet-abl

al-dı-m
buy-pst-1sg

Lit. ‘I bought my son and the pair of shoes he wanted through the
internet.’
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Results

(a) Unlike category coordination block (b) Unlike case coordination block

In both blocks, x-lf conditions received significantly higher scores.
In unlike case block, ucase-lf is acceptable but significantly lower than
lcase-lf (p < 0.001)
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Constraints
Adjuncts

Idea: Model both unlike argument and unlike adjunct configurations in terms
of disjunctive selectional requirements (Yatabe 2004; Przepiórkowski 2021)

Modifiers: Rather underspecified relationship between modifiers and their
heads[

postp
mod ¬none

]
→

[
mod|loc|cat|head verb ∨ noun

] [
adj
mod ¬none

]
→

[
mod|loc|cat|head noun

]
[

adv
mod ¬none

]
→

[
mod|loc|cat|head verb

] noun
case loc ∨ abl ∨ ins
mod ¬none

 →
[
mod|loc|cat|head verb

]

The compatibility is, in turn, checked by head-adjunct-phrase constraint (Sag
1997)

head-adjunct-phrase →

hd-dtr
[
synsem 1

]
non-hd-dtrs

〈[
head

[
mod 1

]]〉

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Constraints
Arguments

Arguments: Disjunctive requirements imposed by the predicate on its
complements (via relation c and second-order HPSG).

LE for sür- ‘to last/continue’:
phon

〈
sür

〉
synsem|cat|valence

[
subj

〈[
cat|head 1

]〉
comps

〈[
cat|head 2

]〉]


∧ α1 ≈ (:∼ noun ∧ : case ∼ nom)
∧ α2 ≈ [(:∼ noun ∧ : case ∼ nom) ∨

(:∼ postp ∧ : pform ∼ boyunca) ∨
(:∼ adv)]

∧ c( 1 , α1) ∧ c( 2 , α2)

The compatibility is, in turn, checked by head-comp-phrase and
head-subj-phrase constraints (Sag 1997)

head-subj-phrase →
subj ⟨ ⟩

hd-dtr
[
subj ⟨ 1 ⟩
spr ⟨ ⟩

]
non-hd-dtrs

〈[
ss 1

]〉


head-comp-phrase →comps ⟨ ⟩
hd-dtr

[
comps

〈
1 , ..., n

〉]
non-hd-dtrs

〈[
ss 1

]
, ...,

[
ss n

]〉

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Constraints
Global constraints on coordination

So far, valid ucat-lf and ucase-lf configurations are accounted for.

However, ucat-lf and ucase-lf are less acceptable than their fully parallel
counterparts.

Idea: Constraints that ‘detect’ unlike category and unlike case coordination.

categorical uniformity constraint
coord-phrase →[

head 1
[
args

〈
...
〉]]

∧
(
c( 1 , (: ∼ noun)) ∨ c( 1 , (: ∼ adj)) ∨ c( 1 , (: ∼ postp)) ∨
c( 1 , (: ∼ adv)) ∨ c( 1 , (: ∼ verb))

)
case uniformity constraint
coord-phrase →([

head 1
[
args

〈
...
〉]]

∧ c( 1 , (:∼ noun))
)
→

(
c( 1 , (: case ∼ nom)) ∨ c( 1 , (: case ∼ gen)) ∨
c( 1 , (: case ∼ acc)) ∨ c( 1 , (: case ∼ dat)) ∨
c( 1 , (: case ∼ loc)) ∨ c( 1 , (: case ∼ abl)) ∨
c( 1 , (: case ∼ ins))

)
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Adding weights

Gradient HPSG is agnostic towards the method of extracting weights from
experimental data:

Crude analysis (e.g., differences between means)
Simple/multiple linear regression
ML models (e.g., support vector machine, random forest)
Linear mixed effects models

Constraints Estimated weight
head-x-phrase −2.40
cat-uniformity −0.67
case-uniformity −0.66

Table: LMEM trained on the experimental data
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Predictions
Reconsider:

(a.) Bu
this

isyan-lar
rebellion-pl

[[PP(comp) yıl-lar
year-pl

boyunca ]
throughout

ve
and

[NP(comp) her
every

gün ]]
day

sür-dü.
continue-pst

‘These rebellions continued for years and every day.’

(b.) [[NP.nom(subj) Bu
this

savaş-lar ]
war-pl

ve
and

[NP.loc(mod) toprak-lar-ımız-da ]]
land-pl-1pl.poss-loc

yıl-lar-ca
year-pl-advz

sür-dü.
continue-pst

Lit. ‘These wars and in our lands lasted for years.’

head-x-phrase
w = 2.40

cat-uniformity
w = 0.67

case-uniformity
w = 0.66 M(I) Prediction Actual (Mean)

(a.) 0 1 0 −0.67 1.72 1.73
(b.) 1 0 1 −3.06 -0.67 -0.62

Table: Modelness & Prediction & Actual
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Summary

There is a clash between experimental data and theories of grammar:
Data is confounded; idealization is warranted.
Data is reliable; gradience should be modeled.

Existing options are NOT good enough:
Not well-formalized
Not intricate enough
Not compatible with experimental data

Gradient HPSG is an amalgamation of HPSG and Linear-OT:
Grammar is type hierarchy & weighted constraints.
Grammaticality is a real-value.
AJT data for training
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