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1 Introduction

German declarative clauses are normally characterised by having one phrase of any type (NP, PP, VP, etc.)
in the pre-field, i.e. in the front position of the sentence followed by the inflected verb in second position (1).
But there is a subtype of declarative sentences in German (3a) that has a V1 structure, similar to German
polar questions (2), but with an “assertive” meaning, like V2 declarative clauses. This construction has been
called a.o. null topic, pronoun zap, pre-field ellipsis, topic drop (cf. Huang 1984, Fries 1988, Cardinaletti 1990,
Wollstein 2010, Miiller 2014, Frick 2017, Schifer 2021; a.0.). We use the last term in the current study.

A specific characteristic of this construction is that the pre-field (pF) has to remain empty (hence V1) (cf. (3a)
vs. (3b)) and one (and only one) constituent has to be deleted. Furthermore, the constituent to be deleted, e.g.
den Aufsatz ‘the essay’ in (3a), must have a prominent information structural status in the discourse (hence
‘topic’ drop). The context that licenses the construction needs to mark the deleted constituent as a topic (3).

(1) [Den Aufsatz],; muss der Schiiler morgen schreiben.
the essay must the student tomorrow write

“The student must write the essay tomorrow.

(2) [ ler Muss der Schiiler den Aufsatz morgen schreiben?
must the student the essay tomorrow write

‘Does the student have to write the essay tomorrow?’
(3) What’s going on with the essay?

a. [denAufsatz],; muss der Schiiler morgen schreiben.
the essay must the student tomorrow write

“The student must write the essay tomorrow.

b. *[Morgen],; muss der Schiiler schreiben.
tomorrow must the student write

INTENDED: ‘The student must write the essay tomorrow.

It has been mentioned in the literature (Fries 1988, Frick 2017; a.0.) that topic drop appears only in specific
“text types” (e.g. private letters, spoken dialogues, etc.), but — as far as we know — this has not yet been em-
pirically investigated, this being one of the goals of the present paper. Since clauses with and without topic
drop ((1) vs. (3a)) represent truth-conditionally equivalent variants, we will show with a matched-guise study
that this syntactic variation correlates with different social meanings, hence leading to a register-dependent
variation, which explains the correlation of topic drop with specific text types postulated in the literature.

Furthermore, following recent studies of social meaning and register variation in HPSG (Green 1994, Wilcock
1999, Paolillo 2000, Bender 2001, Asadpour et al. 2022, Machicao y Priemer et al. 2022), we propose a formal
analysis of topic drop in German (taking Miiller 2014 as a starting point) that takes social meanings (as con-
ventional implicatures, cf. Asadpour et al. 2022) into account in order to achieve more accurate predictions.



2 A matched-guise experiment

2.1 Hypotheses and predictions

To investigate the social meanings of topic drop in German, we conducted a matched-guise experiment (Lam-
bert et al. 1975, Bender 2005, Campbell-Kibler 2007). Specifically, we hypothesize that listeners assign different
characteristics to topic drop users as opposed to full form users. Thus, we expect a main effect of topic drop
on the ratings of the characteristics of the speakers. Furthermore, we predict that the ratings for speakers
who drop the subject are different from those who drop the object, i.e. there is an interaction between the
variables topic drop and the topicalized argument.

2.2 Design and procedures

The experiment has a 2x2 within-subjects, within-items design with two independent variables with two
levels each: Topic DROP (topic drop vs. full form) and the topicalized ARGUMENT (subject vs. object). The con-
ditions are illustrated in (4). The materials consist of 8 items (each appears in the four different conditions)
and 32 fillers. All items are in the form of written dialogues like (4)' and were presented to each participant in
a fully randomized order. Participants were tasked to rate speaker B in each dialogue on a 6-point scale (1 =
e.g. not friendly at all, 6 = e.g. very friendly) in terms of the following characteristics: gebildet ‘educated’, arro-
gant ‘arrogant’, wortgewandt ‘articulate’, hoflich ‘polite’, locker ‘relaxed’, pingelig ‘pedantic’, formell ‘formal’,
freundlich ‘friendly’. The choice of these characteristics is based on those used in the matched-guise experi-
ment in Beltrama (2018) and on results of prior qualitative interviews with a small group of native speakers
addressing attitudes towards topic drop. The experiment was conducted online on the platform Ibex farm.

(4) A: Hast du letzte Woche den Brief geschrieben?
have 2sG.Nom last week DEF.sG.M.ACC letter written

‘Did you write the letter last week?’

B: a. Kann ihn morgen schreiben. topic drop x subject
can 3SG.M.ACC tomorrow write

‘(I) can write it tomorrow.

b. Ich kann ihn morgen  schreiben. full form X subject
1sG.NOM can 3SG.M.ACC tomorrow write

c. Kannich morgen schreiben. topic drop x object
can 1SG.NOM tomorrow write

‘T can write (it) tomorrow.

d. Den kann ich morgen  schreiben. full form X object
DEM.3SG.M.ACC can 1SG.NOM tomorrow write

23 self-reported German native speakers (17 female, 3 male, 1 diverse, 2 not specified) participated in the
experiment. 21 are between the age 18 and 25, one is between 36 and 45 and another between 56 and 65.

2.3 Data analysis and results

The data is analyzed in R (R Core Team 2023) with cumulative link mixed models (CLMMs) for ordinal data
(Christensen 2022). The model includes ToriC DROP and ARGUMENT as main effects, the effect of their inter-
action, and PARTICIPANTS and ITEMS as random effects. The ratings on each scale are analyzed in a separate

!As a reviewer points out, the use of written instead of spoken stimuli may have an influence on participants’ perception of topic
drop, as it is arguably a phenomenon associated with conceptually spoken language. As a first step, the dialogue form adopted here
aims to simulate a spoken conversation as far as possible. Further studies using spoken stimuli are definitely worth carrying out.
However, as several corpus studies show, topic drop is also widely used in the medium of informal written communication, e.g. text
messages, chats, mails (Frick 2017, Schifer 2021, a.o.). The stimuli we used are also compatible with such kinds of contexts.
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Figure 1: Percentage of each rating by conditions for the polite scale.

univariate analysis. The results show a main effect of Top1Cc DROP for the scales educated (y? = 18.99, p < 0.01),
articulate (2 = 22.12, p < 0.01), polite (x? = 15.30, p < 0.01), pedantic (x? = 4.71, p = 0.03), formal (x? = 20.51,
p < 0.01) and friendly (x? = 246.38, p < 0.01), but not for the scales arrogant and relaxed. Specifically, partici-
pants find speakers who use topic drop less educated, less articulate, less polite, less pedantic, less formal and
less friendly compared to their counterparts who use the full form. Furthermore, we only find an interaction
between TopIC DROP and ARGUMENT for the scales polite (x? = 7.66, p < 0.01) and formal (x? = 4.89, p = 0.03).
Participants rate speakers who use subject topic drop as even less polite and less formal than those who use
object topic drop. Using the data for the polite scale as an example, Figure 1 illustrates the percentage of each
rating by condition.

3 Analysis

We start by stating the purely grammatical licensing conditions for topic drop. Contrary to Cardinaletti
(1990), we assume that subject and object topic drop have the same underlying structure, pace the difference
in grammatical function. Given this, there are broadly two possible theoretical treatments. The first is to
assume an empty category in the pre-field (either pro or Op) which binds another empty category inside the
VP (Huang 1984, Cardinaletti 1990). The second is to assume a unary branching rule which, in itself, ensures
the binding of a referential trace (Miiller 2014: 101). The former approach would require some additional
machinery to prevent empty elements referring to discourse topics from appearing outside of the pre-field.
In order to avoid this, we assume the unary rule approach of Miller (2014). We also adopt the theory of
information structure features in Paggio (2009), where attributes like Topic take indices as their values.

(5 ) topic-drop-phrase= [synsem |coNTEXT[INFOSTR|TOPIC (2])

LOCAL|CAT INITIAL +

verb
HEAD |VFORM fin
comps ()

ppro
INHER|SLASH 1] | CONT
I < |: |:INDEX ref

HEAD-DTR SYNSEM

)

The NON-LOCAL FEATURE PRINCIPLE ensures that the mother node in a topic drop clause will have an empty
sLasH value (Pollard & Sag 1994: 164). Since INDEX is specified as ref; topic drop with expletives is ruled out.?

NONLOC

TO-BIND|sLasH (i)

NON-HEAD-DTRS ( )

*We can capture the commonalities between (5) and the HEAD-FILLER-SCHEMA used for normal V2 clauses with a sortal hierarchy of
clausal types, where topic-drop-phrase and head-filler-phrase are subtypes of a general slash-binding-phrase (Miiller 2014: 101).



However, this purely grammatical account does not explain the secondary inferences about the identity of
the speaker which, as we saw in Section 2.1, German users systematically associate with topic drop structures
— i.e. their social meanings. We represent these meanings — along with other use conditions — as constraints
on the coNTEXT in which topic drop structures can be instantiated (Wilcock 1999, Paolillo 2000, Bender 2001,
Asadpour et al. 2022). Since these constraints have the same projective properties as conventional implica-
tures, we represent them as parts of the set of propositions that form the value of the feature c(ONVENTIONAL)
1(MPLICATURE) (McCready 2019, Salmon 2022, Asadpour et al. 2022). What distinguishes the social meanings
from other conventional implicatures is that they always predicate some socially-relevant property of the
context coordinates themselves, i.e. the values for c-INDEX features (SPEAKER, ADDRESSEE, etc.).?

In addition, most social meanings are associated with contrasting variants of a single abstract variable
(Eckert 2005, 2008, Oushiro 2019, i.a.). Typically, each variant expresses a different partition of the (scalar)
property corresponding to the social meaning: e.g. topic drop conveys low formality, whereas V2 with overt
topic pronouns convey high formality. We represent this by treating social meanings essentially as gradable
adjectives, taking a DEGR(EE) argument. For simplicity, we assign a binary value to this feature, indicating
whether the degree to which context-coordinate possesses the property in question is high (9) or low (7). Ina
more realistic model, these values should be replaced by continuous values representing non-empty subsets
of scales defined along a specific dimension, as in standard degree semantics (Kennedy 2001, i.a.). See Potts &
Kawahara (2004: 261) and McCready (2019: 29) for a similar approach applied to the semantics of honorifics.

In principle, grammars can associate any social meaning to any type of sign. However, linguistic forms
are generally not associated with a unique social meaning. Rather, the socially-relevant assumptions that a
form conveys about the utterance participants are highly context-dependent, with each form being associated
with an indexical field of related meanings (Eckert 2008). In our experiment, participants associated a set of
(arguably related) properties with speakers of topic drop and declarative V2 clauses and not a single property.

We model this underspecification by stating our grammar in a way so that constraints only associate lin-
guistic structures with abstract social meaning types. These types are only resolved to maximally specific
social meanings in concrete communicative situations. We assume that the major distinction between differ-
ent types of social meanings is between social meanings that concern the way the speaker presents themselves
to the addressee (speaker-sm) and those that say something about the relation between speaker and addressee
(relational-sm). The latter is arguably what is grammaticalized by T/V pronouns (Kaur & Yamada 2022).*

(6) social-meaning
//\
speaker-sm relational-sm
- T
emotive cognitive distant social ~ psychological  proximal
S _——— N [t —Ff—]
arrogant  relaxed  educated  articulate  pedantic  friendly  proper soc-dist  soc-prox  psych-dist  psych-prox
/\

formal  polite

With (6) in mind, we propose the following schemas, incorporating the results of our experiment.

(7) topic-drop-phrase=> C-INDS| SPEAKER (8) topic-drop-phrase . C-INDS| SPEAKER
ot cognitive HD-DTR|SLASH (NP pom ) rxr proper
c1 {2) D nelist | |arc c1 (2l)@ nelist | | ARG
DEGR low DEGR low
HD-DTR|cTXTCI ([2]) HD-DTR|cTXT|C1 {[2])

*The ascription of a social meaning can be embedded under a series of attitude predicates expressing that such ascription is relative
to the speakers’ beliefs about what the communicative norms in a particular linguistic community are (Green 1994, Asadpour et al.
2022). For reasons of space, we do not consider this possibility here and assume simpler social meaning structures. On the basis of
these, we can define a register as a cluster of linguistic constraints whose social meanings are satisfied in recurrent situation types.

*We opted for a simple formulation of the hierarchy where each of the adjectives we tested reflects a property of the speaker (given the
nature of the matched-guise task) and is also a maximal sort. But there are other alternatives. It is likely that polite is underspecified,
in that it can be interpreted either as property of the speaker (e.g. as equivalent to formal) or as a relational property indicating
(social or psychological) distance (McCready 2019: 28-29). Similarly, friendly is arguably related to something like psych-prox.



C-INDS| SPEAKER

(9) [ﬁller—gap—phrase

ro iti
N-HD-DTRS|CONT pp = CTXT ) cognitive
INDEX re CI <,>@ nelist | | ARG
DEGR high

HD-DTR|cTXT|CI ([2])
N-HD-DTRs|cTxT|C1 ([3)

Notice that, unlike in standard accounts of c1 projection, the schemas above don’t have a strictly compo-
sitional nature, because the social meaning of the mother is not solely determined by the social meanings of
the daughters (Pollard & Sag 1994: 333, Paolillo 2000: 242-243, Potts 2005: 68, i.a.). The construction itself
contributes its own social meaning. Schema (7), for instance, ensures that the social meaning of topic drop
sentences consists of whatever cis may be gathered in the head daughter, plus a non-empty list of proposi-
tions describing situations where the speaker is specified as having a low degree for any of the cognitive traits
in (6). Which subset of cognitive-typed predications is chosen depends on other features of the context.’

The analysis we propose here has consequences for the standard view about which linguistic variables are
visible to sociolinguistic evaluation. Since topic drop is licensed by a phrasal construction, our results imply
that speakers’ evaluations are sensitive to abstract syntactic variables (see also Bender 2007, Robinson 2022).
This is a departure from some sociolinguistic literature (Labov 2001, Meyerhoff & Walker 2013, Eckert & Labov
2017, i.a.), which claims that only phonological or lexical variables can be socially monitored. Our analysis
is also incompatible with a model of grammar that only attaches social and other ci-meanings to vocabulary
items or surface realizational patterns in PF (Adger 2006, Saab 2021). Rather, we require a more flexible archi-
tecture that can represent the social information speakers indexically associate with any linguistic structure.
Furthermore, these social meanings have to be further arranged in a sortal hierarchy, which allows us to
capture the fact that variants are often underspecified w.r.t. the conditions they can be felicitously used in.
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