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Preface

The Ninth Global Wordnet Conference was held at Nanyang Technological University, Singapore from
9-12th January 2018.

The program combined the main conference with a special day on wordnets and word-embeddings
and finished with a half day workshop on technology enhanced learning (TEL). There were 4 invited
talks, 41 full papers, 15 posters and 4 invited talks on TEL. Including the papers on embeddings, there
were 15 rejections: the acceptance rate for full papers was 58% a sign of the consistently high quality of
papers submitted to the conference. Copyrights for the papers reside with the original authors.

The invited papers were One Million Sense-Tagged Instances for Word Sense Disambiguation and
Induction by Ng Hwee Tou (National University of Singapore), How are you two related? Corpus-based
Learning of Lexical Semantic Relations by Vered Shwartz (Bar-Ilan University), Inducing Interpretable
Word Senses for WSD and Enrichment of Lexical Resources by Alexander Panchenko (University of
Hamburg) and Using a Grammar Implementation to Teach Writing Skills by Dan Flickinger (Stanford).
As well as many papers on distributional semantics, there were some on extending the coverage of
existing wordnets, linking wordnets to new resources (especially in the medical domain), using wordnets
for teaching and many other topics. There were papers from 24 different countries with every continent
except Antarctica represented.

The conference and workshops were partially supported by the NTU Centre for Liberal Arts and
Social Sciences (CLASS) and the Singapore MOE TRF Grant Syntactic Well-Formedness Diagnosis and
Error-Based Coaching in Computer Assisted Language Learning using Machine Translation Technology.
Support for students came from the Global Wordnet Association. We would like to thank the programme
committee for their thoughtful and timely reviews.

The conference homepage is http://compling.hss.ntu.edu.sg/events/2018-guc/

Editors
Francis Bond Nanyang Technological University
Takayuki Kuribayashi Nanyang Technological University
Christiane Fellbaum Princeton University
Piek Vossen VU University Amsterdam
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Abstract

Despite being a popular language in
the world, the Bengali language lacks
in having a good wordnet. This re-
stricts us to do NLP related research
work in Bengali. Most of the today’s
wordnets are developed by following
expand approach. One of the key chal-
lenges of this approach is the cross-
lingual word-sense disambiguation. In
our research work, we make seman-
tic relation between Bengali wordnet
and Princeton WordNet based on well-
established research work in other lan-
guages. The algorithm will derive rela-
tions between concepts as well. One of
our key objectives is to provide a panel
for lexicographers so that they can val-
idate and contribute to the wordnet.

1 Introduction

The Princeton WordNet (PWN) (Miller, 1995;
Fellbaum, 1998) is one of the most semanti-
cally rich English lexical database which is
widely used as a resource in many research
and development. It is not only an important re-
source for NLP applications in each language,
but also for inter-linking WordNets of differ-
ent languages to develop multilingual applica-
tions to overcome the language barrier. In the

Khandaker Tabin Hasan
American International
University -Bangladesh

tabin@aiub.edu

Zahiduddin Ahmed
American International
University -Bangladesh

zahid@aiub.edu

present, there are roughly 6,500 languages '.
Among those, Bengali is the 7th most popular
language ? in the world. Yet, there is a lack
of work for Bengali wordnet. Global Word-
Net Association (GWA) has enlisted almost all
wordnets in several levels depending on avail-
ability and how rich it is. At first level, there
are 34 Open Multi-lingual WordNet 3 that are
merged into Global WordNet Grid. But in spite
of being a popular language, Bengali is not one
of them. GWA also enlist other available word-
nets. Among those 80 wordnets, there are two
Bengali wordnets which are developed in In-
dia.

In this research work, a baseline for BanglaNet
has been developed which is a wordnet for
the Bengali language. To link the wordnet
with Princeton WordNet, semi-automatic cross-
lingual sense mapping approach is used. We
align the Princeton WordNet synset into a bi-
lingual dictionary through the English equiv-
alent and its part-of-speech (POS). Manual
translation and link-up can also be employed
after the alignment. This paper covers previous
works for other wordnets including previous

! How many spoken languages are there in

the world, http://www.infoplease.com/askeds/
many-spoken-languages.html  (Accessed 2016-10-
22)

2Most widely spoken languages in the world, http:
/Iwww.infoplease.com/ipa/A0775272.html (Accessed
2016-10-22)

30pen Multilingual WordNet, http://compling.hss.
ntu.edu.sg/omw/ (Accessed 23-10-2016)

K.M. Tahsin Hassan Rahit, Khandaker Tabin Hasan, Md. Al-Amin and Zahidud-
din Ahmed (2018) BanglaNet: Towards a WordNet for Bengali Language, Pro-
ceedings of the 9th Global WordNet Conference (GWC 2018), pp 1-9, Singapore,
ISBN 978-981-11-7087-4 1



attempts of developing Bengali WordNet, de-
scribe initiative taken for BanglaNet and our
design and execution process in depth. Lastly,
analysis of resultant lexical database has been
presented. We aim to include BanglaNet into
GlobalWordNet in future. Intending to doing
so, relation with Princeton WordNet is main-
tained as much as possible as per the conven-
tion. Additionally, a web-based collaborative
tool, called Oikotan which is BanglaNet Lexi-
cography Development Panel (LDP) has been
developed for revising the result of synset as-
signment and provide a framework to create
BanglaNet via the linkage with synsets.

2 Background Study
2.1 WordNet Development Techniques

To this date, there are two ways develop word-
net for a particular language.

Merge Approach is used to build the word
net from scratch. The Princeton WordNet is
built in this approach. The taxonomies of the
language, synsets, relations among synsets are
developed first. Experienced work power, lexi-
cographer and time are needed to develop for
this approach (Taghizadeh and Faili, 2016).
Mapping resultant wordnet with the Princeton
WordNet is also required extensive work and
cross-language expert.

Expand Approach is used to map or trans-
late local words directly to the Princeton Word-
Net’s synsets by using the existing bilingual
dictionaries. Most of the WordNet available
currently is developed by following this ap-
proach. This process can be made easy by
semi-automatically doing many tasks and then
refactoring it for further proofing.

2.2 Related Works

2.2.1 International Languages

The first attempt for developing WordNet in
another language other than English started

GWC 2018

in 1996. EuroWordNet (Vossen, 2002) began
as an EU project, with the goal of developing
wordnets for Dutch, Spanish and Italian and
linking these wordnets to the English Word-
Net in a multilingual database. Later in 1997,
it was extended and German, French, Czech
and Estonian included. Balkan WordNet (Tu-
fis et al., 2004) - which was developed in the
BalkaNet project was developed with an aim
to develop a multilingual semantic network for
Balkan languages such as reek, Turkish, Ro-
manian, Bulgarian, Czech and Serbian. In de-
veloping BalkaNet semantic relations are clas-
sified in the independent WordNets according
to a shared ontology. BalkaNet was integrated
along with EuroWordNet through a WordNet
Management System. Relations among synsets
have been built mostly automatically (Pala and
Smrz, 2004) and these relations are developed
based on Princeton WordNet. However, to
achieve high accuracy rate developer needs
to pay special attention to the problem of the
translation equivalents.

There are open challenges in NLP re-
search to automate development of semantic
resources constitutes. In WOLF (Wordnet Li-
bre du Francais, Free French Wordnet) (Apidi-
anaki and Sagot, 2012) development, multi-
ple NLP algorithms including cross-lingual
word sense disambiguation is used. WOLF
is free wordnet for the French language. In
Asian region, Japanese WordNet (Isahara et al.,
2008) was developed using expand approach.
Korean WordNet (Lee et al., 2002) was de-
veloped using extracting semantic hierarchy
by utilizing a monolingual MRD and an ex-
isting thesaurus in expand approach. Thai
WordNet was (Sathapornrungkij and Pluem-
pitiwiriyawej, 2005) also developed by follow-
ing this same approach. Another large work in
Asian region includes IndoWordNet (Prabhu
et al., 2012) developed in India to incorpo-
rate language used in Indian sub-continent. In-



doWordNet was also developed using existing
WordNets.

Word-Sense Disambiguation (WSD) tech-
nique played a major role in most of the word-
net development. Lefever, Els and Hoste,
Veronique have presented review on cross-
lingual disambiguation (Lefever and Hoste,
2010) (Lefever and Hoste, 2013). They found
out that languages where the ratio of word
against sense is low, it becomes hard to extract
translation for that language since the number
of translation for a particular word in another
language becomes greater. Hence, a particular
word contains multiple translations in counter
language.

French encountered the similar problem like
us. It had no corpus with predicate-argument
annotations which help to express semantic re-
lation build-up. Van der Plas et al. researched
on predicate labeling in French (van der Plas
and Apidianaki, 2014) to overcome this issue
using Word Sense Disambiguation.

There are two terms in cross-lingual WSD.
One is best match and another one is Out-of-
five. In best mode, the word or sense with the
best probability score tagged with its counter
word or sense. In case of, Out-of-five approach,
if multiple senses or word belongs to candi-
date conceptualization, best five probability
candidates are considered for further analysis.
Further analysis can be done manually or auto-
matically. It can be semi-automatic as well.

WSD process performance can be improved
by using the Direct Semantic Transfer (DST)
technique developed by Van der Plas et al.
(Van der Plas et al., 2011). It tells us that the
senses which can be directly transferred to an-
other language if and only if both share same
semantic property.

Surtani et al. developed a system where it
can predict the paraphrases based on corpus
(Surtani et al., 2013). In their system, they
have a semantic relation prediction model.
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Recently, BabelNet # (Navigli and Ponzetto,
2012a) has become a good example of multi-
lingual language resource. BabelNet simpli-
fied WSD process by incorporating coding API
(Navigli and Ponzetto, 2012b). Primarily, it
uses open-source resources such as Wikipedia.
However, BabelNet does not create any Word-
Net for a particular language. It is a huge
standalone network of multilingual resources
which utilizes Princeton WordNet along with
other resources to make relations.

2.2.2 Bengali

Between two of Bengali wordnets listed in
GWA, one is developed by Indian Institute
of Statistics under Indradhanush Project >. It
has an online browser which does not pro-
vide the semantic relation between synsets and
only provides different concept available for a
word. Another Bengali wordnet is developed
as part of IndoWordNet by Center for Indian
Language Technology (CILT) and Indian In-
stitute of Technology (II'T-Bombay) (Prabhu
et al., 2012). A notable point in this Word-
Net is - it is built by following the expand
approach. It does have the semantic relation
between synset to some extent. This is the most
mature and contextually rich Bengali WordNet
to this date. Both WordNets are browsable
and closed source. These are neither publicly
available for development, use or extend nor it
provides any API for general use.

There was an effort for developing Bengali
WordNet in BRAC University’s Center for Re-
search on Bengali Language Processing. In
their development process they followed merge
approach (Faruge and Khan, 2010).

“4BabelNet can be found on http://babelnet.org (Ac-
cessed 2016-12-07)

SIndradhanush Project, http://indradhanush.unigoa.
ac.in (Accessed 2016-10-22.)
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Figure 1: Proposed method for BanglaNet

3 Architecture

It has been discussed above that expand ap-
proach is followed to construct the BanglaNet
by translating the synsets in the Princeton
WordNet to the Bengali language. Both au-
tomatic and manual methods are applied in
the process. Ambiguity is one of the concerns
for automatic concept mapping. This cross-
lingual ambiguity can come in different form.
For instance - one-to-one, one-to-many, many-
to-one, many-to-many. In this research work,
uni-directional ambiguity in one-to-one and
one-to-many has been addressed.

Based on our research on other languages’
WordNet and past works in Bengali WordNet,
this paper proposes to follow methodology de-
scribed in Fig 1 for BanglaNet development.

1) Extract monosemous literals w from Ben-
gali lexicon.

ii) Translate each Bengali literal to English
literals e using bilingual dictionary.

iii) For each English literals, extract con-
cept(s) available in Princeton WordNet p.

iv) Run similarity score calculation algorithm
using the e and p we found for two dif-
ferent Bengali sense. We take different
synset available for sense w and compare
their English counterpart.

v) Based on similarity score, map Bengali
concept with pwn concept.

GWC 2018

vi) Lexicographer validation for resultant
mapping.
3.1 Similarity Matrices

In step iv, similarity algorithm is used. Similar-
ity algorithm calculates similarity in a sense be-
tween two words in Princeton WordNet. Simi-
larity can be calculated in several ways. There
are well-established algorithms (Pedersen et
al., 2004; Meng et al., 2013) to calculate simi-
larity score. Few of those algorithms are -

i) Path Similarity (Meng et al., 2013) cal-
culates the score in a range of 0 to 1
based on the shortest path that connects
the senses in “is-a” (hypernym/hyponym)
relation.

ii) Leacock-Chodorow Similarity (Bruce
and Wiebe, 1994) scores based on the
shortest path that connects the senses
(identical to Path Similarity) and the max-
imum depth of the taxonomy in which the
senses Occur.

iii) Wu-Palmer Similarity (Wu and Palmer,
1994) uses depth of the two senses in the
taxonomy considering their most specific
ancestor node are used to calculate the
score.

There are other algorithms like Resnik Simi-
larity (Resnik, 1995), Jiang-Conrath Similarity
(Jiang and Conrath, 1997), Lin Similarity (Lin,
1998). To calculate the similarity between two
concepts, we use Wu & Palmer’s similarity
algorithm as it takes the hierarchical position
of concepts C; and C; in the taxonomy tree
relatively to the position of the most specific
common concept Iso(cl, c2) into account. It
assumes that the similarity between two con-
cepts is the function of path length and depth in
path-based measures (Wu and Palmer, 1994).
2 xdepth(Iso(cy,¢2))
len(cy,c) 4 2« depth(/so(c) 7cz)()l)

sime(Cl ,CZ) =



4 BanglaNet Development

The primary task for WordNet development
using expand approach is to generate base lex-
icons and concepts. Full system including the
database of Princeton WordNet is download-
able from its official website. It is possible only
to get the database files without the system as
well. Lexical database files can be downloaded
separately as well. For base concepts, a dataset
which is available on GitHub © has been used.
It provides conceptual gloss in Bengali for
words along with its synonymy. This dataset
made our work more focused on cross-lingual
mapping rather than local synset construction.
This research work is focused more on making
relation with PWN concept rather than produc-
ing concepts. After analyzing the list of con-
cept retrieved from the dataset, at first synsets
for each concept is generated. A concept can
be represented using multiple words; it ensures
that we have synonyms for every concept.

Moreover, There is a POS tag available for
each concept representing the word.

4.1 Word to Word Translation

Currently, a list of concepts with its gloss and
synset is available. Now, English translation
for each word needed to be determined. A
word in one language can be represented by
multiple words in another language. This is
true for concept also. But for now, English
translation for the enlisted words is needed.
Nevertheless, for a Bengali word, there can be
multiple English meaning. For example: <=1 ”
means 'Ball’ in English. It means ’Force’ as
well. A bilingual dictionary is needed to col-
lect these translations. In this step, candidate
translations from Bengali to English bilingual
dictionary is stored. The reason behind collect-
ing English translation using a dictionary is to

Bengali Synsets Data available on GitHub, Soumen-
ganguly.  https://github.com/soumenganguly/Bangla-
Wordnet/ (Accessed 2016-10-22)
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get the proper concept from WordNet. This is
achieved through the WordNet concept selec-
tion algorithm which is explained in later part
of this paper. For now, let’s see how dictionary
translations are processed.

At first, every possible English transla-
tion for each of the words in the lexicon is
needed. This translation is achieved by iterat-
ing through each Bengali word in our lexicon.
Bi-lingual (Bengali to English) dictionaries are
used to get translations of each of the words.
This translation can be from multiple parts of
speech. POS for this translation is considered
as well so that it can be used to properly iden-
tify correct translation in later steps. However,
not all words have its counter English words.
These words can be a concept which is only
available in Bengali concept only. These words
can also be a proper noun. For instance, the
name of the places, location, river or person,
scientific terms. Although, it is also possible to
collect this information in run-time, to reduce
time latency and run-time processing, trans-
lations along with the POS are temporarily
stored.

4.2 Linking with Princeton WordNet
using Probabilistic Model

It is mentioned earlier that, automated and
semi-automated WordNet mostly depends on
well-crafted algorithms of Natural Language
Processing (NLP) and data processing.
These statistical and probabilistic heuristic
algorithms are good enough to create the
relation between words, sense. It is obvi-
ous that the results are not always 100%
accurate. Hence, lexical post-verification
steps then come in place to fine tune the results.

After having the candidate translation, now
it is possible to calculate the score of the prob-
able concept from Princeton WordNet for a
BanglaNet concept. Let’s assume, S, is the



synset for a Bengali concept c. We have a set
of candidate translation C7,, for a particular
Bengali word w. w belongs to the concept c.
POS tag associated with w is a.

Sc = {s | s € Bengali word } (2)

Now, translation for each Bengali word s; in S,
is taken:

ST, = {sti | si € S¢,st; € CTy; } 3)

Combining ST, for all S,.
n

ST, = {st|Vst €| JST,, = s;i€S.} (4
i=0

According to set theory, ST, will contain all
unique English translations for the words in
Synset S.. Synset from Princeton WordNet for
each words in the set CT,, and ST, is retrieved.
POS tag for the synsets should match with a.
Assuming, u as an English word -

synyq = {x|x € PWN Synset foruand x € a }

)

P ={x|vxe |J syn,a}  (6)
u=CT,,

P,={x|Vxe U syny,a } 7
u=ST,

We take cross product of elements of P; against
each elements of P».

P={(m,n) |meCT,andne ST.} (8)

After having the cross product, a similar-
ity algorithm on each tuple is run. To cal-
culate similarity score, equation (1) on each
tuple is used. Sorting the synset P; accord-
ing to the summation of each synset’s score
which is probability score for the synset, the
tuple with maximum similarity score is cho-
sen. Algorithm for this task is transcribed in
Algorithm 4.1 Now, the probability score for
all probable synset in Princeton WordNet for
the Bengali concept is c. Bengali synset is
linked with Princeton WordNet synset using
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Algorithm 4.1: Algorithm for calculating
probability score

1 Function CalculateProbabilityScore (P)

Input: P
Output: Sprted scores of P based on
probability score
2 scores|| == 0;
3 foreach (m,n) € P do
4 if scores|m] # 0 then
5 scores[m] <
scores[m] + sim,,,(m,n);
6 else
7 | scores[m] < simy,p(m,n);
8 end
9 end
0 return sort(scores);

algorithm 4.2. To link Bengali concept with
Princeton WordNet, multiple procedures have
used to ensure correctness as much as possible.
First of all, Princeton WordNet concept is as-
signed to those concepts in BanglaNet which
have only one possible item in P;. Secondly,
if and only if there is only one concept avail-
able for the word w, in that case, the concept
from Princeton WordNet which scored high
probability in probability calculation algorithm
would be chosen. A point to be noted is, if any
of the synonyms (word) in synset of a concept
has only one concept tagged to it, it can be
linked using this method. By using this first
pass on all over the concepts, Princeton Word-
Net concepts is assigned.

5 Results and Analysis

In the initial dataset, there were 27239 unique
concepts. These concepts are represented us-
ing 40158 unique words tagged with different
parts of speech. Table 1 shows statistics of our
initial data. In total, almost 65% of the whole
concepts are tagged with Noun parts of speech.

English translation for 13029 words has



Algorithm 4.2: Algorithm for linking
concept- first pass
1 Function LinkSynset (w)
Input: w
2 concept count := number of concepts
for the word w;
3 P := Generate synset cross product ;
4 sorted _scores|] :=
CalculateProbabilityScore(P);
5 if length of sorted_scores = I or
concept_count = I then
6 C := concepts for the word w;
7 foreach c € C do
8 Cc.pwn +—
sorted _scores.top().key();
9 end
0 end
Noun | Adj | Verb | Adv | Total
Initial synsets | 18311 | 5713 | 2777 | 438 | 27239
words | 28311 | 8136 | 2923 | 788 | 40158
Linked synsets | 3174 | 1352 | 73 66 | 4665
words | 7477 | 2971 | 130 | 170 | 10748

Table 1: Status of linked Synset and Words
from initial dataset

been retrieved. After applying concept link-
ing, 4665 concepts are linked with Princeton
WordNet. In total, 10748 words are linked with
Princeton WordNet.

To link this 4665 concepts with Princeton
WordNet, 3729 Princeton WordNet concepts
are used. That means, there are cross multiple
concepts within two WordNet.

Cross-lingual word-sense disambiguation
can be shown using another example. For the
word TS 7 there are two concept available
in Bengali. In English it has two concepts too.

caulifiower.n.01 a plant having a large edi-
ble head of crowded white
flower buds

cauliflower.n.02 compact head of undevel-
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oped white flowers

The algorithm predicted both English con-
cepts for the two concepts available. For
w9 .n.01 probability score for English con-
cepts are 4.4419589754 and 4.4419589754 re-
spectively. On the other hand, ®==f* .n.02
score is 6.84959684439 and 6.20774295822.
It is observed that for both cases these scores
are too close to prioritize probability.

Although the algorithm used in BanglaNet is
directed from Bengali to English synset match-
ing, this development can also be implied from
another way around. In that case, Bengali word
which represents a particular concept in Prince-
ton WordNet can be used to verify and add
more confidence to concept linking. As a re-
sult, more link up can be achieved.

Our initial synset contains gloss. But our
approach does not take gloss into consideration.
As a consequence, BanglaNet can be expanded
using the same approach in future even if gloss
for a synset is not available.

5.1 Future Works

There is a big opportunity to work on
BanglaNet expansion and development. In this
algorithm, the gloss is not taken into consid-
eration. The accuracy of the algorithm can be
noticeably improved by incorporating the gloss.
However, a bilingual corpus will be required
to achieve this. It has been found out that there
is a lack of good corpus for Bengali. Good cor-
pus is one of the key components of Natural
Language Processing. However, our literature
review discussed BabelNet. It’s data sources
and approach can be useful to map concepts.
In this research work, first pass or first level
linking is done. In the second pass, new algo-
rithm needed to connect concepts which have
multiple synsets in either end (BanglaNet or
Princeton WordNet). We propose to use, Vari-
able Neighborhood Search (VNS) ("Hansen
and Mladenovié¢, Nenad and MorenoA Pérez,



José A, 2010).

6 Conclusion

Developing wordnet is an immense task. It is
our distinct pleasure that in this research work,
a basic layer of the system has been laid down
for Bengali wordnet from where further devel-
opment can be made. Suggestion generation
task for validation can be achievable through
the result of this research work. Our result
analysis shows that around 5000 words from
initially collected data are automatically linked
up with Princeton WordNet. Although there is
a long way to go in the development of Bengali
wordnet, this research work is starting stage for
further development.
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Abstract

Information extraction in the medical do-
main is laborious and time-consuming due
to the insufficient number of domain-
specific lexicons and lack of involve-
ment of domain experts such as doctors
and medical practitioners. Thus, in the
present work, we are motivated to de-
sign a new lexicon, WME 3.0 (WordNet
of Medical Events), which contains over
10,000 medical concepts along with their
part of speech, gloss (descriptive expla-
nations), polarity score, sentiment, sim-
ilar sentiment words, category, affinity
score and gravity score features. In ad-
dition, the manual annotators help to val-
idate the overall as well as individual cat-
egory level of medical concepts of WME
3.0 using Cohen’s Kappa agreement met-
ric. The agreement score indicates almost
correct identification of medical concepts
and their assigned features in WME 3.0.

1 Introduction

In the clinical domain, the representation of a lex-
ical resource is treated as a crucial and contribu-
tory task because of handling several challenges.
The challenges are the identification of medical
concepts, their categories and relations, disam-
biguation of polarities, recognition of semantics
whereas the scarcity of structured clinical texts
doubles the challenges. In the last few years,
several researchers were involved in developing
various domain-specific lexicon such as Medical
WordNet and UMLS (Unified Medical Language
System) to cope up with such challenges. These
lexicons help to bridge the gap between medical
experts such as doctors or medical practitioners
and non-experts such as patients (Cambria et al.,
2010a; Cambria et al., 2010b).

However, medical text is in general unstructured
since doctors do not like to fill forms and pre-
fer free-form notes of their observations. Hence,
a lexical design is difficult due to lack of any
prior knowledge of medical terms and contexts.
Therefore, we are motivated to enhance a med-
ical lexicon namely WordNet of Medical Events
(WME 2.0) which helps to identify medical con-
cepts and their features. In order to enrich this
lexicon, we have employed various well-known
resources like conventional WordNet, SentiWord-
Net (Esuli and Sebastiani, 2006), SenticNet (Cam-
bria et al., 2016), Bing Liu (Liu, 2012), and
Taboada’s Adjective list (Taboada et al., 2011)
and a preprocessed English medical dictionary' on
top of WME 1.0 and WME 2.0 lexicons (Mon-
dal et al., 2015; Mondal et al., 2016). WME 1.0
contains 6415 number of medical concepts and
their glosses, POS, polarity scores, and sentiment.
Thereafter, Mondal et. al., (2016) enhanced WME
1.0 by adding few more features as affinity score,
gravity score, and SSW to the medical concepts
and presented as WME 2.0. The affinity and grav-
ity scores present the hidden link between the pair
of medical concepts and the concept with the vari-
ous source of glosses respectively. SSW of a med-
ical concept refers the similar sentiment words
(SSW) which follow the common sentiment prop-
erty.

In the current research, we have focused on en-
riching WME 2.0 with more number of medical
concepts and including an additional feature i.e
medical category. In order to develop such up-
dated version of WME namely WME 3.0, we have
taken the help of WME 1.0 and WME 2.0. We
have also noticed that the previous versions of
WMEs are unable to extract knowledge-based in-
formation such as the category of the medical con-
cepts and its coverage is also lower.

"http://alexabe.pbworks.com/f/Dictionary+of+Medical+Terms

+4th+Ed.-+(Malestrom).pdf
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Therefore, we have enhanced the number of
medical concepts as well as add category feature
on top of WME 2.0. The current version, WME
3.0 contains 10,186 number of medical concepts
and their category, POS, gloss, sentiment, polar-
ity score, SSW, affinity and gravity scores. For
example, WME 3.0 lexicon presents the proper-
ties of a medical concept say amnesia as of cate-
gory (disease), POS (noun), gloss (loss of memory
sometimes including the memory of personal iden-
tity due to brain injury, shock, fatigue, repression,
or illness or sometimes induced by anesthesia.),
sentiment (negative), polarity score (-0.375), SSW
(memory_loss, blackout, fugue, stupor), affinity
score (0.429) and gravity score (0.170).

Moreover, to enhance and validate lexicon with
the newly added medical concepts and categories,
we have summarized our contributions as follows.

(a) Enriching the number of medical concepts in
the existing lexicon, WME 2.0: In order to meet up
this issue, we have employed a preprocessed En-
glish medical dictionary? and various well-defined
lexicons such as SentiWordNet, SenticNet, and
MedicineNet etc. They helped to enhance the
number of medical concepts of the proposed lexi-
con.

(b) Overall validation of the current lexicon:
To resolve the issue, we have taken the help of
two manual annotators as medical practitioners.
The annotators provided agreement scores that are
processed using Cohen’s Kappa and obtained a s
score which assists in validating the overall lex-
icon as well as the individual features of WME
3.0 (Viera et al., 2005).

(¢) Evaluate various individual feature of the
medical concepts: In order to extract the subjec-
tive and knowledge-based features, we have ap-
plied our evaluation scripts on the mentioned re-
sources. The scripts assist in identifying the affin-
ity and gravity scores as feature values for the con-
cepts. Also, the resources are used to assign the
SSW as semantics and glosses for the concepts.
On the other hand, a supervised classifier helps to
add the category feature in the proposed lexicon.

The remainder of the paper is organized as fol-
lows: Section 2 presents the related works for
building a medical lexicon; Section 3 and Sec-
tion 4 describe the previous versions of WMEs
like WME 1.0 and WME 2.0 and the development

“http://alexabe.pbworks.com/f/Dictionary+of+Medical+
Terms+4th+Ed.-+(Malestrom).pdf
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steps of WME 3.0; Section 5 discusses the valida-
tion process of the proposed lexicon; finally, Sec-
tion 6 illustrates the concluding remarks and future
scopes of the research.

2 Background

Biomedical information extraction is treated as
one of the challenging research tasks as it deals
with available medical corpora that are either un-
structured or semi-structured. Hence, a domain-
specific lexicon becomes an essential component
to convert a structured corpus from the unstruc-
tured corpus (Borthwick et al., 1998). Also,
it helps in extracting the subjective and con-
ceptual information related to medical concepts
from the corpus. Various researchers have tried
to build various ontologies and lexicons such as
UMLS, SNOMED-CT (Systematized Nomencla-
ture of Medicine-Clinical Terms), MWN (Medical
WordNet), SentiHealth, and WordNet of Medical
Events (WME 1.0 and WME 2.0) etc. in the do-
main of healthcare (Miller and Fellbaum, 1998;
Smith and Fellbaum, 2004; Asghar et al., 2016;
Asghar et al.,, 2014). UMLS helps to enhance
the access to biomedical literature by facilitating
the development of computer systems that under-
stand biomedical language (Bodenreider, 2004).
SNOMED-CT is a standardized, multilingual vo-
cabulary that contains clinical terminologies and
assists in exchanging the electronic healthcare in-
formation among physicians (Donnelly, 2006).

Furthermore, Fellbaum and Smith (2004) pro-
posed Medical WordNet (MWN) with two sub-
networks e.g., Medical FactNet (MFN) and Med-
ical BeliefNet (MBN) for justifying the consumer
health. The MWN follows the formal architecture
of the Princeton WordNet (Fellbaum, 1998). On
the other hand, MFN aids in extracting and under-
standing the generic medical information for non-
expert groups whereas MBN identifies the fraction
of the beliefs about the medical phenomena (Smith
and Fellbaum, 2004). Their primary motivation
was to develop a network for medical information
retrieval system with visualization effect. Senti-
Health lexicon was developed to identify the sen-
timent for the medical concepts (Asghar et al.,
2016; Asghar et al., 2014). WME 1.0 and WME
2.0 lexicons were designed to extract the medi-
cal concepts and their related linguistic and sen-
timent features from the corpus (Mondal et al.,
2015; Mondal et al., 2016).



These mentioned ontologies and lexicons as-
sist in identifying the medical concepts and their
sentiments from the corpus but unable to provide
the complete knowledge-based information of the
concepts. Hence, in the current work, we are mo-
tivated to design a full-fledged lexicon in health-
care which provides the linguistic, sentiment, and
knowledge-based features together for the medical
concepts.

3 Attempts for WordNet of Medical
Events

In healthcare, a domain-specific lexicon is
required for identifying the conceptual and
knowledge-based information such as category,
gloss, semantics, and sentiment of the medical
concepts from the clinical corpora (Cambria,
2016). We have borrowed the knowledge from a
domain-specific lexicon namely WordNet of Med-
ical Events (WME) with its two different versions
such as WME 1.0 and WME 2.0. These versions
are distinguished according to the versatility and
variety of medical concepts and their features.

3.1 WME 1.0

WME 1.0 contains 6415 numbers of medical con-
cepts and their linguistic features such as gloss,
parts of speech (POS), sentiment and polarity
score (Mondal et al., 2015). The gloss and POS
represent the descriptive definition and linguistic
nature of the medical concepts whereas the senti-
ment and polarity score refer the classes as pos-
itive, negative, and neutral and their correspond-
ing strength (+1) and weakness (-1). The resource
was prepared by employing the trial and train-
ing datasets of SemEval-2015 Task-6> which ini-
tially contains only 2479 medical concepts. There-
after, the extracted concepts were updated us-
ing WordNet and a preprocessed English med-
ical dictionary as mentioned earlier for enrich-
ing the number of concepts and identifying gloss
and POS of them. However, sentiment and po-
larity scores were added afterwards using senti-
ment lexicons such as SentiWordNet*, SenticNet’,
Bing Liu’s subjective list®, and Taboada’s adjec-
tive list’ (Cambria et al., 2016; Taboada et al.,
2011; Esuli and Sebastiani, 2006).

3http://alt.qcri.org/semeval2015/task6/
*http://sentiwordnet.isti.cnr.it/
Shttp://sentic.net/downloads/
®https://www.cs.uic.edu/
"http://neuro.imm.dtu.dk/wiki/
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For example, the medical concept abnormality
appears with the following gloss, POS as noun,
negative sentiment and polarity score of -0.25 in
WME 1.0.

3.2 WME 2.0

The next version of WME, i.e., WME 2.0, extracts
more semantic features of medical concepts (Mon-
dal et al., 2016) and added with the existing fea-
tures of WME 1.0. While updated WME 2.0 with
affinity score, gravity score, and SSW, the num-
ber of concepts in WME 2.0 remains same, but
the features of each concept are included (Mondal
etal., 2016).

Affinity score indicates the strength of a medi-
cal concept and its corresponding SSWs by assign-
ing a probability score. SSW of a medical con-
cept presents the SSW shared through their com-
mon sentiment property. The affinity score "0’ in-
dicates no relation whereas ’1° suggests a strong
relationship between a pair of concepts. On the
other hand, gravity score helps to extract the senti-
ment relevance between a concept and its glosses.
It ranges from -1 to 1 including O while ’-1" sug-
gests no relation, 0’ describes neutral situations of
either concept or gloss without sentiment, and ’1’
indicates strong relations either positive or nega-
tive. It is used to prove the knowledge-based rel-
evance between a concept and its gloss. In order
to extract the features, the authors used WordNet,
SentiWordNet, SenticNet, and a preprocessed En-
glish medical dictionary. Figure 1 shows the pre-
sentation of WME 2.0 lexicon for a medical con-
cept abnormality.

In the present research, we have enriched the
number of medical concepts and category feature
with WME 2.0 lexicon and presented the enhanced
version WME 3.0. The following section dis-
cusses the steps of WME 3.0 building.

4 Development of WME 3.0

A large number of daily produced medical corpora
and their adaptable natures introduce the difficulty
to build a full-fledged medical lexicon in health-
care domain. In order to resolve the issue, we
have proposed a new version of WordNet of Med-
ical Events namely WME 3.0. It is observed that
WME 3.0 helps to extract more medical concepts
and features from the unstructured corpus with re-
spect to the previous version of WME, i.e., WME
2.0.



<Concept>
<Title>abnormality</Title>
<Properties>
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<Affinity_score>0.692</Affinity_score>

<Gloss>An abnormal physical condition resulting from
defective genes or developmental deficiencies.</Gloss>
<Gravity_score>0.125</Gravity_score>
<Polarity_score>-0.25</Polarity_score>

<POS>Noun</POS>

<Sentiment>Negative</Sentiment>
<SSW>Anomaly,Peculiarity, Extraordinariness</SSW>

</Properties>
</Concept>

Figure 1: An example of assigned features of a medical concept abnormality under WME 2.0 lexicon.

Another 3771 number of medical concepts and
an additional category feature were newly added
into WME 3.0. Finally, WME 3.0 contains 10,186
medical concepts and their POS, categories, affin-
ity scores, gravity scores, polarity scores, senti-
ments and SSW. To identify the additional med-
ical concepts, we have employed the conventional
WordNet® and MedicineNet® resource. There-
after, we have written a script to extract new med-
ical concepts, which are semantically (like com-
mon POS as well as sentiment) related with med-
ical concepts of WME 2.0. Besides, SentiWord-
Net, SenticNet, Bing Liu subjective list, Taboada’s
adjective list, and previously mentioned prepro-
cessed medical dictionary help to assign all fea-
tures except category to 3771 medical concepts
which were added.

Thereafter, we newly considered four different
types of categories namely diseases, drugs, symp-
toms, and human_anatomy for this research af-
ter examining the nature of medical concepts. In
WME 3.0, all concepts are tagged with either the
above-mentioned four categories or MMT cate-
gory. MMT represents the miscellaneous med-
ical terms which refer to the uncategorized and
unrecognized medical concepts. In order to as-
sign the category to the medical concepts, we have
applied a well-known machine learning classifier,
Naive Bayes on top of WME 3.0 driven features.
The classifier learns through the manually anno-
tated 2000 medical concepts and their categories.
Thereafter, rest of 8186 medical concepts of WME
3.0 were processed by the classifier by predicting
the category (Mondal et al., 2017a).

8https://wordnet.princeton.edu/
http://www.medicinenet.com/script/main/hp.asp
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For example, the medical concept ranitidine
represents the category, drug in WME 3.0 lexi-
con. Table 1 illustrates a comparative analysis
and progress reports on WME 1.0, WME 2.0, and
WME 3.0 with respect to the coverage of medical
concepts, n-gram counts, and other different fea-
tures such as POS, sentiment, polarity score, affin-
ity score, gravity score, and category.

We have also noticed that the proposed WME
3.0 primarily contains POS as a noun, sentiment as
negative, category as disease and drug, and n-gram
feature as uni-grams and bi-grams. The observa-
tions could help to understand the characteristic of
the lexicon and assist in designing various applica-
tions viz. medical annotation and concept network
systems etc. The lexicon is very much demand-
ing to identify four different types of categories
and each medical concepts related gloss from a
medical corpus, which presents the difference be-
tween WME 3.0 and already established very large
scale semantic networks, such as UMLS. Also, the
lexicon-driven medical concepts and their features
also assist in emulating human thought as a rec-
ommendation of medical advice, serving a poten-
tial foundation of a higher-order cognitive model
under natural language processing (Cambria and
Hussain, 2015; Cambria et al., 2011). Finally, the
evaluation process of WME 3.0 as overall and its
individual feature levels are discussed in the fol-
lowing section.

5 Evaluation

In order to validate our proposed WME 3.0 lexi-
con, we have conducted the following result anal-
ysis. The result shows the agreement between
two manual annotators to explain the acceptance
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Features WME 1.0 | WME 2.0 | WME 3.0
No. of Concepts 6415 6415 10186
Uni-gram 2956 2956 3722
n-grams Bi-gram 2837 2837 3866
Tri-gram 622 622 1762
Noun 4248 4248 7677
POS Verb 2056 2056 2352
Adjective 111 111 157
Sentiment and Polarity_score II\)/ZZZ;;;(?< 11) ig(l)g §2?2 23?;
. 0t00.5 - 4325 7177
Affinity_score 05101 - 2090 3009
less than zero - 2320 3783
Gravity score equal to zero - 732 1961
grater than zero - 3363 4442
Disease - - 3243
Drug - - 3390
Category Symptom - - 1409
Human_Anatomy - - 227
MMT - - 1917

Table 1: [Color online] A comparative statistics for various features of medical concepts present in WME
1.0 (Blue), WME 2.0 (Green), and WME 3.0 (Yellow).

of overall lexicon as well as its individual fea-
tures. The agreement has been calculated using
Cohen’s Kappa coefficient score « which is de-
fined in Equation 1 (Viera et al., 2005).

Pr, — Pr,

1
1—Pr, ’ M

R =

where Pr, is the observed proportion of full
agreement between two annotators. In addition,
Pr. is the proportion expected by a chance which
indicates a kind of random agreement between the
annotators.

5.1 Opverall Validation of WME 3.0

WME 3.0 has been validated by two manual an-
notators, where the annotators are medical practi-
tioners. The annotators have verified both medi-
cal concepts and their category, POS, gloss, affin-
ity score, gravity score, polarity score, SSW, and
sentiment features and presented as a number of
yes (agreed) and number of no (disagreed) values.
Table 2 indicates the values provided by both of
the annotators in terms of agreement-based scores.
The scores produced 0.79 k score using equa-
tion 1. The x score shows significantly approved
result for WME 3.0 lexicon.
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Annotator-1
No. of Concepts: 10186 Yes No
Yes 8629 | 189

Annotator-2 No 35 | 1083

Table 2: An agreement analysis between two an-
notators to validate medical concepts and their all
features under WME 3.0.

5.2 Individual Feature based Validation of
WME 3.0

On the other hand, the same annotators also as-
sist in validating the individual feature of WME
3.0 with respect to the medical concepts. Hence,
we have split the proposed lexicon into five parts
where each of the parts contains the medical con-
cepts and its corresponding primary features viz.
category, POS, gloss, SSW, and sentiment individ-
ually. We have not considered rest of the three fea-
tures namely affinity, gravity, and polarity scores
of WME 3.0 because these features were derived
from the above-mentioned five primary features.
Thereafter, the annotators help to validate the five
parts by counting the number of yes (agreed) and
no (disagreed) individually. The provided agree-
ment counts are processed with Equation 1 and
get 0.89, 0.91, 0.88, 0.82, and 0.92 k scores for
category, POS, gloss, SSW, and sentiment, respec-
tively.



The k scores prove the usefulness and quality
of individual features of the medical concepts for
WME 3.0. Table 3 shows the agreement statistics
between two annotators for validating the features
of WME 3.0 lexicon.

No. of Concepts: 10186 l;:ISIOtat(;;l K score
Category E‘f 8176718 1?24 0.89

| Pos ;{f(f 9539 85123 0.91

S

é Gloss ‘;f(f 8187025 1?12 0.88

=

< ssw ifos 8275667 1103276 0.82
Sentiment iﬁf 8172%47 1%8 0.92

Table 3: An agreement analysis between two an-
notators to validate category, POS, Gloss, SSW,
and Sentiment features of medical concepts of
WME 3.0.

We have analyzed the agreement scores for the
features of WME 3.0. It is found that all the fea-
tures of medical concepts are quite correctly la-
beled in the lexicon as presented in Table 3. We
have also observed that the disagreement has been
occurred due to the conceptual mismatch between
two annotators or place of the usage of a few med-
ical concepts for each of the features.

For example, the medical concept blood _clot is
tagged with either symptom or disease category. In
case of POS, the medical concept abnormality is
either labeled as an adjective or a noun whereas
menstrual_cycle refers positive or negative senti-
ment. Such types of disagreements are treated as
very difficult task for the contextual behavior of
medical corpora.

Besides, we have studied each type of the cate-
gories such as disease, symptom, and drug etc. to
justify their presence in WME 3.0 lexicon. The an-
notators again help to validate each of the assigned
categories using agreement analysis as shown in
Table 4. The supplied agreement counts have been
applied on Equation 1 and we found 0.89, 0.87,
0.88, 0.90, and 0.91 & scores for disease, symp-
tom, drug, human_anatomy, and MMT categories,
respectively.

Finally, we can conclude that, WME 3.0 lexi-
con assists in increasing the coverage of the med-
ical concepts as well as features and may be pre-
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Annotator-1 1 Score
No. of Concepts Yes No
Disease (3243) ;e: 2;?4 33617 0.89
Yes | 1214 14
?é Symptom (1409) No 6 155 0.87
- Yes | 2922 34
«®
é Drug (3390) No 53 381 0.88
<
< | Human_anatonty (227) §eos 126 226 0.90
Yes | 1652 12
MMT (1917) No | 38 |25 | 091

Table 4: An agreement analysis between two an-
notators to validate individual categories of WME
3.0.

sented as a full-fledged lexicon in the healthcare
domain. Also, the lexicon can take a crucial role to
design various applications such as medical anno-
tation, concept network, and relationship identifi-
cation system in healthcare (Mondal et al., 2017b).

6 Conclusion and Future Work

The present task has been motivated to enrich a
medical lexicon with additional medical concepts
and a feature called category in WME 3.0. In order
to prepare the current version, we have employed
previous two versions of WME viz. WME 1.0
and WME 2.0 along with various well-defined lex-
icons and a machine learning classifier. WME 3.0
contains 10,186 medical concepts and eight differ-
ent types of useful features such as category and
gloss etc.

In addition, we have also validated WME 3.0
from two different aspects, namely overall eval-
uation and usefulness of individual feature with
the help of two manual annotators. The annotators
provided agreement scores that were processed us-
ing Cohen’s kappa agreement analysis. Finally,
the s scores showed the importance of WME 3.0
in healthcare. In future, we will attempt to en-
hance WME 3.0 with more number of medical
concepts as well as syntactic and semantic features
for improving the coverage and quality.
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One Million Sense-Tagged Instances for Word
Sense Disambiguation and Induction

Ng Hwee Tou

Abstract

Supervised word sense disambiguation (WSD) systems have achieved the best
performance when evaluated on standard benchmark datasets. However, the
lack of large amounts of sense-tagged data poses a major hurdle to scaling up
supervised WSD systems to disambiguate all words of English. In this talk, I will
present a semi- automatic approach to extract and annotate a large sense-tagged
corpus. This one- million-word sense-tagged corpus has been publicly released
since 2015 and has been used by other researchers working on automated WSD.
When trained on this one- million-word sense-tagged corpus, the open source
IMS (It Makes Sense) WSD system created in my research group achieves good
performance on standard WSD tasks and another word sense induction task.
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Using Context to Improve the Spanish WordNet Translation

Alfonso Methol, Guillermo Lépez, Juan Miguel Alvarez, Luis Chiruzzo, Dina Wonsever
Facultad de Ingenieria, Universidad de la Republica
Montevideo, Uruguay

Abstract

We present some strategies for improving
the Spanish version of WordNet, part of
the MCR, selecting new lemmas for the
Spanish synsets by translating the lemmas
of the corresponding English synsets. We
used four simple selectors that resulted in
a considerable improvement of the Span-
ish WordNet coverage, but with relatively
lower precision, then we defined two con-
text based selectors that improved the pre-
cision of the translations.

1 Introduction

This paper presents an approach at the expansion
of the lexical database WordNet in Spanish us-
ing an automatic translation processes. We imple-
mented some previously proposed strategies for
improving the coverage of the lexical database in
Spanish, then we analyzed the results that these
strategies produced and finally we designed new
strategies in order to improve the quality of the
translated lemmas.

The rest of the paper is structured as follows:
section 2 presents the lexical database we aim to
improve and describes related work in the area,
section 3 describes the translation sources we used
and how they were prepocessed, section 4 details
the different strategies implemented for transla-
tion, section 5 shows the results obtained by the
strategies and their evaluation, finally section 6
shows our conclusions and some future research
directions.

2 Background

The Multilingual Central Repository, MCR
(Gonzalez-Agirre et al., 2012), is a multilingual
lexical database that contains linked WordNet ver-
sions for English and five languages spoken in the

Iberian peninsula: Spanish, Catalan, Basque, Gali-
cian and Portuguese. The same Princeton Word-
Net synsets structure is used for all languages. The
central component of this lexical database is the
Inter-Lingual-Index (ILI), which allows the map-
ping of concepts of different languages through
the use of identifiers. The identifiers are composed
of four values: language, version of MCR, synset
offset and part of speech.

Synsets in different languages that have the
same meaning share the offset, version and part
of speech, varying the language. For exam-
ple, “house” (eng-30-03544360-n) corresponds to
“casa” (spa-30-03544360-n) and both synsets are
related through the ILI code “ili-30-03544360-n".

The first attempts at building a Spanish version
of WordNet are described in (Atserias et al., 1997),
using bilingual English-Spanish dictionaries and
a large monolingual Spanish dictionary. A dif-
ferent approach is proposed in (Oliver and Cli-
ment, 2011) for Spanish and Catalan, using ma-
chine translation systems to translate the semanti-
cally annotated SemCor (Miller et al., 1993) cor-
pus and select the translations for variants based
on the relative frequencies of words in the corpus
with the following strategies:

e Algorithm A: Order the English synsets by
frequency in the original corpus. Starting
with the most frequent synset, build a subset
of the automatically translated corpus with
the sentences that contain a member of the
synset. Choose the most frequent lemma
from the translated corpus that has the same
POS as the original synset. This process is re-
peated for each synset in order of frequency.

e Algorithm B: The same as algorithm A, but
choose a lemma only if its frequency is at
least twice the frequency of the next lemma.
This process has considerably better preci-
sion than the previous one.

Alfonso Methol, Guillermo Lépez, Juan Alvarez, Luis Chiruzzo and Dina Won-
sever (2018) Using Context to Improve the Spanish WordNet Translation, Proceed-
ings of the 9th Global WordNet Conference (GWC 2018), pp 18-25, Singapore,

ISBN 978-981-11-7087-4
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In (Pradet et al., 2014) the authors present
a method for improving the French version of
WordNet. They compile a collection of possi-
ble translations for the variants from several bilin-
gual sources and design strategies for selecting the
appropriate translation, these strategies are called
“selectors”. A selector is a heuristic strategy that
takes a synset and a set of candidate lemmas in
the target language, and returns the most appropri-
ate lemma that should be associated to the synset.
A similar approach was followed by (Herrera et
al., 2016) for the expansion of Spanish WordNet,
defining five selectors and obtaining good results
for a subset of synsets from Princeton WordNet
(92% accuracy for simple selectors and 74% accu-
racy for the distributional selector). The selectors
were only applied on a subset of the synsets due to
the long execution times, also some problematic
synsets (such as multiword expressions) were not
considered, which might explain in part the high
accuracy of the simple selectors.

The authors of (Oliver, 2016) also use a dictio-
nary based approach, combining several linguis-
tic resources in a variety of languages for improv-
ing the WordNet translation in each of those lan-
guages.

3 Translation sources

Translation sources are key elements in the pro-
cess of building WordNet in Spanish. They pro-
vide, for the English lemmas, the lemmas in Span-
ish that will be used by the selectors as translation
candidates.

Two types of sources were used: dictionaries
and statistical machine translators. The dictionar-
ies are made up of tuples [English word, Span-
ish word, POS]. They are generated manually so
they are very reliable, but with a limited volume of
translations. The machine translators used are sta-
tistical systems that allow to translate words and
also complete sentences taking the context into
consideration, a property that will be exploited by
some of the selectors.

3.1 Dictionaries

e Apertium: It is a rule based machine trans-
lation system (Forcada et al., 2011) devel-
oped with the joint financing of the Spanish
government and the Generalitat de Catalunya
at the University of Alicante. The software
as well as the linguistic data is free and
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it is released under the terms of the GNU
GPL license. A dictionary was created from
the “.dix” file of Apertium corresponding to
the translations from English into Spanish.
The version used has 26,643 translations, and
covers 42,996 WordNet lemmas, which ac-
counts for 20.67% of it.

Wiktionary!: It is a project of the Wikimedia
foundation that aims to create a free multilin-
gual dictionary, based on the massive collab-
oration of volunteers through the wiki tech-
nology for the elaboration of its content. It
is currently available in more than 170 lan-
guages and has more than 15 million entries.
Because of the considerable volume of its
data and its well defined structure, it is par-
ticularly useful for our processing. The ver-
sion used contains 40,166 possible transla-
tions into Spanish for 47,982 lemmas, cov-
ering the 23.06% of WordNet lemmas.

Eurovoc: Published by the Publications Of-
fice of the European Union, it is a multidisci-
plinary thesaurus focused on the terminology
used in the different areas of activity of the
European Union (Macid, 1995), and it covers
the 23 official languages of the region. Due
to the scope of the thesaurus, this translation
source has few general terms, which consid-
erably restricts its broad applicability in this
project, but it contains specific data that can
be very useful for translation of diplomatic
documents. Out of 6945 lemmas contained
in EuroVoc, 2032 appear in WordNet, which
represents 1.38% of the lemmas.

3.2 Machine translators

Google Translate: It is a statistical ma-
chine translation system capable of translat-
ing texts, speech, images, websites among
more than 100 languages. Provides a free ac-
cess web tool® as well as a service included
in Google Cloud Platform.

e Microsoft Translator: It is a statistical ma-
chine translation web service® provided by
Microsoft, which can be used through an API
that provides translation of text, voice and
text to speech.

"https://www.wiktionary.org/

Zhttps://translate.google.com
3https://www.bing.com/translator



e Yandex: They offer a statistical machine
translator* for many pairs of languages, in-
cluding Spanish and English. The trans-
lator uses a combination of dictionaries of
words and expressions with probabilistic in-
formation and also linguistic rules. It can be
queried using a web APIL.

3.3 Cleaning sources

To solve some of the limitations and reduce the
costs of access to the selected translation sources,
a single format was defined and stored in the same
database. For each translation source a table was
created with the following columns:

e English word
e Spanish translation

e Part of Speech

The dictionaries did not need any extra process-
ing and only these fields are stored. The tables cor-
responding to machine translation systems have
another field:

e Snapshot date

We decided to take a snapshot of the translation
of all WordNet lemmas by each of the machine
translation systems at a specific time. This was
motivated by the different limitations in the use of
online APIs and their response times. Using the
snapshot approach, we can use the machine trans-
lation systems as if they were just another dictio-
nary. Although we might not have completely up
to date information in each run, we consider the
translations we use should not vary much in time
and the execution time is greatly improved respect
to the online execution of the APIs. The snapshot
date is stored, so we can later on take a new snap-
shot, compare the differences and adjust the meth-
ods accordingly.

None of the three machine translation used sys-
tems return the POS along with the translation, so
we used FreeLing (Padré and Stanilovsky, 2012)
for POS tagging. We detected many translation er-
rors, where a different POS was returned because
of the lack of context, so we did some improve-
ments to the translation heuristic, such as adding
the prefix “to” to verbs in English in order to force
the translator to consider them as verbs. We also
used FreeLing dependency parser to assign the
POS in multiword expressions.

*https://translate.yandex.com/
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3.4 Coverage

We analyzed the coverage of MCR over a corpus
of 850 million words of news text in Spanish (Bo-
nanata and Stecanella, 2013)

The coverage before our process is shown in the
following table:

POS Lemmas in | Lemmas in MCR
corpus

Adj 42,604 5,592 (13.12%)

Adv 10,676 523 (4.90%)

Noun 104,811 11,523 (10.99%)

Verb 37,522 8,821 (23.51%)

All 195,613 26,459 (13.53%)

Table 1: MCR Coverage over news corpus

We can observer a low coverage of the corpus
MCR. This is due in part to the number of lemmas
available in Spanish.

4 Translation process

We first implemented some of the already defined
selectors and applied them to the whole collection
of synsets. As these selectors resulted in poor pre-
cision, we created new selectors that exploit con-
textual information in order to improve the preci-
sion of the translation.

4.1 Simple selectors

Following the strategies of (Pradet et al., 2014)
and (Herrera et al., 2016), we reimplemented some
of the selectors that have been previously executed
for only a fraction of the English synsets and ap-
plied them to all the synsets.

e Monosemy

This strategy works with English lemmas
which appear in a single synset regardless of
their part of speech. The assumption behind
this is that this uniqueness condition implies
the meaning of the lemma is unambiguous.
The translations of all the sources for each
compliant lemma are assigned to the corre-
sponding synset.

For example: Consider the English lemma
“advisable” which only appears in the En-
glish synset “eng-30-00067038-a”. The se-
lector then assigns all of the lemmas trans-
lations to the corresponding Spanish synset
“spa-30-00067038-a”, in this case: “aconse-

jable”, “recomendable” and “conveniente”.



e Single Translation

This selector takes into account only those
lemmas that have a unique translation into
Spanish. This translation is added in all
the synsets in Spanish corresponding to the
synsets in English that contain this lemma.

For example: Consider the lemma “fla-
vor’, which occurs in the synsets “eng-
30-14526182-n", “eng-30-05715864-n" and
“eng-30-05844282-n”". There is a unique
translation for this lemma that is “sa-
bor”. This translation is selected for the
corresponding synsets in Spanish. How-
ever, for the lemma “play” occuring in
the synsets “eng-30-01072949-v”, “eng-
30-02370650-v” and “eng-30-01725051-v”
(among other 35 synsets in total), our transla-
tion sources give four possible lemmas: “ju-
gar”, “reproducir”, “tocar” and “interpretar”.
Because of this the selector discards these

translations.

Factorization

Unlike previous selectors, this one runs at
synset level. For each lemma of a synset
it obtains all its translations and generates a
translation set. Once the sets of translations
of each lemma of the synset are obtained, the
selector keeps those translations common to
all sets.

For example: The synset “eng-30-00011516-
r”” contains the lemmas “poorly”, “badly” and
“i1I”’, where their translations are:

— poorly: mal, pobremente.
— badly: mal, malamente.

— 1ll: mal, enfermo.

In this example, the only translation com-
mon to the three lemmas that is selected
for the corresponding synset in Spanish is
“mal”, the remaining translations (“pobre-
mente”, “malamente” and ‘“enfermo”) are
discarded.

Derived Adverb

This selector is executed for the adverb
synsets and is the only one that uses a se-
mantic relation of those defined in MCR, the
is_derived_from relation. From an ad-
verb synset, look up with which adjective
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synsets it is related. For each adjective ob-
tain the translations, and use morphological
derivation rules to convert them into possible
adverbs.

The morphological rules applied are as fol-
lows:

— If the adjective ends with the letter “0”,
it is replaced by the sequence “amente”,
for example, for “rdpido” the result is
“rapidamente”.

— If the adjective ends with the letter “r” or
“n”, the sequence “amente” is attached,
for example, for “alentador” the result is
“alentadoramente”.

— If the adjective does not fit into the
above categories, only the sequence
“mente” is attached, for example, for
“vil” the result is “vilmente”.

As these rules are heuristics, not all results
obtained after the process are valid adverbs.
For example, when applying the rules to the
adjective “rojo” we get the adverb ‘“roja-
mente”’, which does not exist as a valid word
in the Spanish language. To solve this prob-
lem the adverbs generated were validated
against a list of adverbs that occur in a cor-
pus (Bonanata and Stecanella, 2013).

For example: The synset “eng-30-00010466-
r’ has the lemmas “fully”, “full” and
“to_the_full” and is related to the adjec-
tive synset “eng-30-00522885-a” contain-
ing the lemmas “total” and “full”. The
translations for the adjectives are: “pleno”,
“repleto”, “lleno”, “completo” and “total”.
Applying the morphological rules we get:
“plenamente”, “repletamente”, “llenamente”,
“completamente” and “totalmente”. These
are checked using the corpus and added to the
corresponding synset.

4.2 Selectors based on contextual
information

After analyzing the performance of the original se-
lectors, which will be shown in section 5, we re-
alized that many of the errors happened because
these selectors do not take in consideration the
context the words could be used in. We defined
two new selectors that try to use the context pro-
vided by the examples of the synsets to improve
the quality of the candidate translations.



We translate all the examples contained in
WordNet using Google Translate and generated a
parallel corpus associated with synsets. 27.71% of
the MCR English synsets have examples, adding
up to 41,305 candidates, which gives us an upper
bound to the number of synsets we might translate
with these strategies.

e Filtering selector

This selector works by analyzing which of
the generated translations of the present
lemma in an example in English, are in the
translation of the example to Spanish. The
check of occurrences of both the lemmas in
the example in English, and their transla-
tions in the translated example is done in
two stages. It is called filtering because it
leverages the information from the dictionar-
ies, trying to filter which of the candidates
are present in the example and its translation.
The procedure is as follows: First check if
lemma and translation occur in the example
and the translated example. If this does not
happen, apply FreeLing to the text to obtain
the lemma and POS of each word. Then it-
erate them by re-checking the occurrences.
This second stage tries to detect words or
translations that occur in the examples in a
conjugated form, as is the case for many
verbs. Otherwise we would be losing many
valid translations. This is done as a second
step because using FreeLing to get the lem-
mas is an expensive process.

For example: When we apply the selector to
the example “his last words™ associated with
the synset “eng-30-00004296-a”, it detects
that the only lemma of the synset (“last”) oc-
curs directly in the example. Once this is de-
tected, the translations are obtained. In this
case, the lemma “dltimo” is the only transla-
tion candidate.

The translated example is “sus dltimas pal-
abras”. The candidate lemma is not present
so FreeLing is used to obtain the lemmas
and POS of the translated example, getting
the following information: “[(su, D), (dltimo,
A), (palabra, N)]”. Since we are dealing with
an adjective synset, we compare to the ad-
jectives returned by FreeLing and we get a
match with the lemma “dltimo”, which is se-
lected as the translation to the corresponding
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synset (“spa-30-00004296-a”) in Spanish.

Structure based selector

This selector focuses on the use of translated
examples as a parallel corpus where it is pos-
sible to align the different parts of the sen-
tences in both languages. We use the path
from the root to the word in a dependency
parse tree, and try to match the correspond-
ing path in the tree of the translated example.
In this way, we use the internal structure of
the sentences and the relative positions of the
words, such as their location within a subject
or a predicate.

We begin by obtaining the dependency parses
of the example and its translation using
FreeLing. This construction allows the anal-
ysis of the different components of sentences
and their relationships. Using the depen-
dency structures, we identify the lemma to be
translated from the sentence and its syntactic
(subject or predicate) location, and take note
of the labels belonging to the shortest path
from the root of the tree. The same path is
followed in the translated example, taking in
consideration the differences in label names
for both languages, and we return a lemma if
it is in the appropriate position in the tree and
has the expected POS.

Example: We want to translate the lemma
“pbond” for the English synset “eng-30-
13792183-n” using the example: “their
friendship constitutes a powerful bond be-
tween them”. The dependency tree for this
sentence is shown in figure 1.

0OBJ

NMOD PMOD

Figure 1: Dependency parsing of “their friendship
constitutes a powerful bond between them”

The corresponding translation for this exam-
ple in Spanish is “su amistad constituye un
poderoso vinculo entre ellos”, whose depen-
dency tree is shown in figure 2. In this tree we
find the lemma ““vinculo” in the correspond-
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Selector Generated | MCR Intersection | Overlap New

Monosemy 183386 146501 47632 32.51% 74.03%
Single Transl. || 81058 146501 38505 26.28% 52.50%
Factorization || 111919 146501 34400 23.48% 69.26%
Derived Adv. || 5161 3583 1907 53.22% 63.05%
All Simple 256852 146501 72674 50.39% 71.71%
Filtering 22401 146501 12680 8.66% 43.40%
Structure 12168 146501 6857 4.68% 43.65%
All Context 25223 146501 13291 9.07% 47.31%
All H 264105 146501 75416 51.48% 71.44%

Table 2: Number of generated lemmas, overlap with MCR lemmas and generated lemmas that are new

by selector.

ing position, so this lemma gets selected for
the Spanish synset “spa-30-13792183-n".

Su
DP DI AQ

\_

Al A2

Figure 2: Dependency parsing of “su amistad con-
stituye un poderoso vinculo entre ellos”

In this case the lemma and its translation was
easy to locate both in the original sentence
and the translation: it is a single name located
in the direct object of the sentence in both
cases, so it quickly follows that the transla-
tion of “bond” is “vinculo”.

However, this is not always the case. Among
the most common errors in the execution of
this selector are situations in which the root
of the example in English changes consid-
erably when translated. This is because in
many cases the English and Spanish parsers
use different criteria. That is the case of the
sentence: “Can you read Greek?” (figure
3), whose translation is “;Puede usted leer
griego?” (figure 4). The lemma that we want
to translate is “read”, and is located in the
sentence predicate in the original version, but
becomes the root of the tree in the translated
version. Even though both sentences have
similar structure in English and Spanish, the
parsing process treats them differently.

Y Y f / v
amistad  constituye un poderoso vinculo entre ellos

PP
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Figure 3: Dependency parsing of “Can you read
greek?”

sentence
-
.‘l_ — N\
v f
| P
~BUj ~\ ~td
| [P ‘ ——
| f \ \ \
¢, Puede usted leer griego ?

Fia VMI

Dp VIMN o cit
P VMN NG ~it

Figure 4: Dependency parsing of “;Puede usted
leer griego?”

5 Evaluation

Evaluation was one of the hardest tasks due to the
complexity of the evaluation of some semantic no-
tions, as well as the volume of data involved. Be-
cause of this, we decided to use two methods of
evaluation: evaluation by overlap and evaluation
by sampling.

5.1 Overlap evaluation

The overlap evaluation consists in comparing the
translations generated with those already found in
Spanish MCR. This could be seen as a kind of re-
call, giving an idea of how good our heuristics are
at capturing the information we already knew. The
overlap by phase and selector is shown in table 2.

Notice that the lemmas translated using the con-



text based selectors are fewer than the ones gen-
erated with the simple translators. This was an
expected result, because these selectors use the
synset examples. Not all synsets have examples,
and even the ones that contain examples do not
necessarily have them for every lemma. This cov-
erage could be greatly improved using more data.

5.2 Sample evaluation

Due to the large volume of translations generated
we could not evaluate the correctness of each one
of the terms. For this reason we carried out a
sampling evaluation consisting of taking a random
sample of 3,000 synsets and evaluating them man-
ually. For the initial phase, 750 synsets by POS
were selected, in the contextual information phase,
1500 were selected per selector (375 by POS). We
built a special tool that aids in the process of eval-
uating the correctness of the sampled translations.
The result of this method of evaluation is an esti-
mation of the precision for each selector and each
phase. The precision is shown in table 3.

Selector Sampled | Correct
Monosemy 3,603 2,367 (65.70%)
Single Transl. | 2,471 1,927 (73.65%)
Factorization 3,193 2,057 (64.42%)
Derived Adv. 1,164 852 (73.20%)
All simple 10,431 7,203 (69.05%)
Filtering 1,695 1,424 (83.96%)
Structure 1,674 1,361 (81.30%)
All contextual || 3,369 2,785 (82.67%)

Table 3: Precision by selector, showing the num-
ber of tested lemmas and the number of correct
ones for each selector.

Table 4 shows the precision achieved for each
POS, separated in the two phases: simple selectors
and selectors with contextual information.

POS Simple Sel. Contextual Sel.
Adj 74,89% 87.34%
Adv 73,65% 88.42%
Noun 57,51% 80.24%
Verb 52,47% 74.12%

Table 4: Precision by POS, showing the overall
precision for simple selectors and selectors with
contextual information.

As we can see, the precision for the initial selec-
tors was lower than the one reported in (Herrera et
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al., 2016). There are several causes for this, first of
all we transformed the whole collection of synsets
and took a larger evaluation sample, even consid-
ering multiword expressions and their translations.
In one of the cases the precision only for sim-
ple lemmas got 81%, while for multiword expres-
sions it dropped to 66%. Also, on occasions the
machine translation systems returned results that
contained an unnecessary determinant (e.g. trans-
lating “immigration” as “la inmigracion”). How-
ever, at many times the error was caused by select-
ing a translation that would be unfit for the context,
for example it translated “ring” from synset “eng-
30-07391863-n" (“the sound of a bell ringing”)
as “anillo”, which is an appropriate translation
for the other sense in synset “eng-30-04092609-
n” (“jewelry consisting of a circlet of precious
metal...”). The low precision of these methods
motivated the contextual information approach,
which obtained fewer translations but with better
precision for all parts of speech.

5.3 Impact over MCR

The contribution to Spanish MCR is shown in Ta-
ble 5.

POS Spanish New Increase
MCR Lemmas
Lemmas
Adjectives|| 6,967 19,140 274.72%
Adverb 1,051 8,689 826.74%
Noun 39,142 183,880 | 469.78%
Verb 10,829 21,355 197.20%

Table 5: Contribution to Spanish MCR

Reanalyzing the coverage of MCR over the
news text based corpus (Bonanata and Stecanella,
2013) including the newly generated lemmas we
obtained the new coverage shown in table 6.

6 Conclusions

We implemented four simple selectors and two
contextual based selectors for the translation of
English WordNet synsets to Spanish, in order to
expand the Spanish version of WordNet present
in MCR. Using the simple selectors, we obtained
182,051 nouns, 19,683 verbs, 17,384 adjectives
and 8,436 adverbs with 69.05% precision. The
precision of these selectors was lower than the
one reported in previous works, probably because
in our case we evaluated the whole collection



POS | Lemmas | Lemmas | MCR + new
in corpus | in MCR | lemmas
Adj 42,604 5,592 18,063
(13.12%) | (42,40%)
Adv | 10,676 523 7,105
(4.90%) (66,55%)
Noun | 104,811 11,523 35,535
(10.99%) | (33,90%)
Verb | 37,522 8,821 22,427
(23.51%) | (59,77%)
All 195,613 26,459 83,130
(13.53%) | (42,50%)

Table 6: Coverage of MCR with new lemmas.

of synsets, even processing multiword lemmas.
In order to improve this precision, we designed
and implemented two new selectors that use the
contextual information, whose execution obtained
5,339 nouns, 4,441 verbs, 6,444 adjectives and
1,747 adverbs with 82.67% precision. The context
based selectors yield much fewer results because
they depend on the existence of examples in the
corresponding WordNet synsets.

During the course of the project we detected
several directions that could be explored in the fu-
ture. First of all, we would need to analyze the
cases in which the simple selectors did not give
any results. This could mean expanding the set of
translation sources in order to cover all the vocab-
ulary of the original WordNet, as this coverage is
the upper bound to what we might be able to trans-
late.

For the contextual information selectors, we
could obtain a larger parallel corpus of examples.
One possibility is using the SemCor corpus that
has been used in other projects, another possibil-
ity would be performing word sense disambigua-
tion over a large parallel corpus, taking into ac-
count that this process would probably not select
the correct synset every time. The structure se-
lector is particularly interesting to analyze and ex-
tend, because this selector applies syntactic no-
tions and heuristic rules that could be expanded
and improved in order to add coverage and accu-
racy.

It would also be interesting to design new selec-
tors based on the notions of distributed semantics,
such as the use of word embeddings. The relations
contained in WordNet could be used to guide the
selection of new lemmas given the word embed-
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dings property that words close in the vector space
tend to have similar or related meanings.
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Abstract

We describe the practical application of
a black-box testing methodology for the
validation of the knowledge encoded in
WordNet, SUMO and their mapping by
using automated theorem provers. In this
paper, we concentrate on the part-whole
information provided by WordNet and cre-
ate a large set of tests on the basis of few
question patterns. From our preliminary
evaluation results, we report on some of
the detected inconsistencies.

1 Introduction

Despite being created manually, knowledge re-
sources such as WordNet (Fellbaum, 1998) and
SUMO (Niles and Pease, 2003) are not free of er-
rors and inconsistencies. Unfortunatelly, improv-
ing, revising, and correcting such large knowl-
edge bases is a never ending task that have been
mainly carried out also manually. A few auto-
matic approaches have been also applied focusing
on checking certain structural properties on Word-
Net (e.g. (Daudé et al., 2003), (Richens, 2008))
or using automated theorem provers on SUMO
(e.g. (Horrocks and Voronkov, 2006), (Alvez et
al., 2012)). Just a few more have studied automatic
ways to validate the knowledge content encoded
in these resources by cross-checking them. For in-
stance, Alvez et al. (2008) exploit the EuroWord-
Net Top Ontology (Rodriguez et al., 1998) and its
mapping to WordNet for detecting many ontolog-
ical conflicts and inconsistencies in the WordNet
nominal hierarchy.

In Alvez et al. (2017), we propose a method for
the automatic creation of competency questions
(CQs) (Griininger and Fox, 1995), which enable to
evaluate the competency of SUMO-based ontolo-
gies. Our proposal is based on several predefined
question patterns (QPs) that are instantiated using

German Rigau
IXA Group
University of the Basque Country
UPV/EHU

german.rigau@ehu.eus

information from WordNet (Fellbaum, 1998) and
its mapping into SUMO (Niles and Pease, 2003).
In addition, we also describe an application of au-
tomated theorem provers (ATPs) for the automatic
evaluation of the proposed CQs.

The main contribution of this paper is to demon-
strate the practical capabilities of the method in-
troduced in Alvez et al. (2017) for the detection
of semantic agreements and inconsistencies be-
tween WordNet and SUMO thanks to their map-
ping. For this purpose, we propose a new set of
CQs that is obtained on the basis of the part-whole
data of WordNet. In our ongoing experimentations
using the ATPs Vampire (Kovics and Voronkov,
2013) and E (Schulz, 2002), we have automati-
cally detected some knowledge discrepancies and
disagreements that were hidden in both WordNet,
SUMO and their mapping.

Outline of the paper. In the following three sec-
tions, we introduce WordNet, SUMO, and their
mapping. Then, we describe our formal interpre-
tation of the mapping information in Section 5 and
the proposed question patterns for the creation of
competency questions in Section 6. Next, we dis-
cuss our preliminary evaluation results in Section
7. Finally, we report on the ongoing work in Sec-
tion 8 and provide some conclusions in Section 9.

2 Meronymy Relations in WordNet

In WordNet, meronymy —the part-whole
relation— holds between synsets like backrest)
and seat}l (i.e. parts) and chair,lZ (i.e. whole).
Parts are inherited from their superordinates: if
a chair has a seat, then an armchair has a seat as
well. But parts are not inherited “upward” as they
may be characteristic only of specific kinds of
things rather than the class as a whole: chairs and
kinds of chairs have a seat, but not all kinds of
furnitures have a seat.

There exist 3 main meronymy relations in
WordNet v3.0 that relate noun synsets: part, the

Javier Alvez and German Rigau (2018) Towards Cross-checking WordNet and SUMO
Using Meronymy, Proceedings of the 9th Global WordNet Conference (GWC 2018), pp

26-34, Singapore, ISBN 978-981-11-7087-4
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general meronymy relation; member, which re-
lates particulars and groups; substance, which re-
lates physical matters and things. In total, there
are 22,187 (ordered) synset pairs: 9,097 pairs
using part, 12,293 pairs using member and 797
pairs using substance. For example, the synsets
committee}, and committee_member}, are related
by member, while grapel and wine) are related
by substance.

1
n

3 SUMO and Adimen-SUMO

SUMO! (Niles and Pease, 2001) has its origins in
the nineties, when a group of engineers from the
IEEE Standard Upper Ontology Working Group
pushed for a formal ontology standard. Their
goal was to develop a standard upper ontology to
promote data interoperability, information search
and retrieval, automated inference and natural lan-
guage processing.

Currently, SUMO consists of about 20,000
terms and about 70,000 axioms organized in sev-
eral levels. In the the upper two levels —Top and
Middle levels— one can find the concepts, rela-
tions and axioms that are meta, generic or ab-
stract. From now on, we refer to the upper two
levels of SUMO as its core. On the basis of these
two levels, concepts that are specific to particu-
lar domains are in the so-called domain ontolo-
gies. Adimen-SUMO (Alvez et al., 2012) is ob-
tained by means of a suitable transformation of
the knowledge in the core of SUMO into FOL,
which enables its use by FOL ATPs such as Vam-
pire (Kovécs and Voronkov, 2013) and E (Schulz,
2002). Adimen-SUMO inherits all the axioms in
the core of SUMO that can be expressed in FOL
(around an 88% of the axioms).

The knowledge in SUMO is organized around
the notions of individuals and classes —the main
SUMO concepts. These concepts are respectively
defined in Adimen-SUMO by means of the meta-
predicates $instance and $subclass. SUMO indi-
viduals and classes are not disjoint, since every
SUMO class is defined to be instance of Class and,
thus, every SUMO class is also a SUMO individ-
ual. Additionally, SUMO also differentiates rela-
tions and attributes. In particular, SUMO distin-
guishes between individual relation and attributes
—that is, instances of the SUMO classes Rela-
tion and Attribute respectively— and classes of
relations and attributes —that is, subclasses of the

"http://www.ontologyportal.org
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SUMO classes Relation and Attribute respectively.
SUMO provides specific predicates for dealing

with relations and attributes. Among others, we

currently use the next ones in Adimen-SUMO:

e subrelation, which relates two individual
SUMO relations (that is, two instances of the
SUMO class Relation).

subAttribute, which relates two individual
SUMO attributes (that is, two instances of the
SUMO class Attribute).

holds®, which relates an individual SUMO
relation (that is, an instance of the SUMO
class Relation) with a k-tuple of SUMO con-
cepts, where k ranges from 2 to 5.

attribute, which relates a SUMO individual®
with an individual SUMO attribute (that is,
an instance of the SUMO class Attribute).

For simplicity, from now on we denote the na-
ture of SUMO concepts by adding as subscript
the symbols o (SUMO individuals that are nei-
ther classes nor relations nor attributes), ¢ (SUMO
classes that are neither classes of relations nor
classes of attributes), r (individual SUMO rela-
tions), a (individual SUMO attributes), R (classes
of SUMO relations) and A (classes of SUMO
attributes). For example: Cell., member, and
Larval,.

4 The Mapping Between WordNet and
SUMO

WordNet is linked with SUMO by means of the
mapping described in Niles and Pease (2003).
This mapping connects synsets of WordNet to
terms of SUMO using three relations: equiva-
lence, subsumption and instance.® equivalence de-
notes that the related WordNet synset and SUMO
concept are equivalent in meaning, whereas sub-
sumption and instance indicate that the WordNet
synset is subsumed by the SUMO concept or is
an instance of the SUMO concept respectively.
Additionally, the mapping also uses the comple-
mentaries of equivalence and instance. We de-

The individual in the first argument of attribute is re-
stricted to be instance of Object by the domain axioms pro-
vided by SUMO.

*Note that instance denotes the relation that is used in
the mapping between WordNet and SUMO (for example, in
Integer@), while $instance denotes the meta-predicate that is
used in the axiomatization of SUMO.
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SUMO Concept Type Mapping Relation
= + @ - Total
Individuals 132 (0) 171 (0) 15 O 0@ 318 (0)
Classes 1,564 (0) 57,018 (546) 8,991 (337) 30 (0) 67,520 (883)
Relations 77 (0) 538  (0) 0 @O 0@ 615 (0)
Attributes 340 (0) 12,762 (250) 570 (0) 0 () 13,662 (250)

Table 1: The mapping between WordNet and the core of SUMO

note mapping relations by concatenating the sym-
bols ‘=’ (equivalence), ‘+’ (subsumption), ‘@’
(instance), ‘=’ (complementary of equivalence)
and ‘F’ (complementary of subsumption) to the
corresponding SUMO concept. For example, the
synsets horsel and education? are connected to
Horse.= and EducationalProcess.+ respectively.

From the 82,115 noun synsets defined in Word-
Net v3.0, 73,472 noun synsets are directly con-
nected to concepts that are defined in the core of
SUMO —and, thus, in Adimen-SUMO—, while
only 7,578 synsets are linked to SUMO con-
cepts defined in domain ontologies. As described
in Alvez et al. (2017), those synsets linked to
concepts defined in domain ontologies are con-
nected to concepts from the core of SUMO by
means of the SUMO structural relations $subclass,
subrelation, and subAttribute,. For example, the
synset fryingl. is connected to Frying.=, which
does not belong in the core of SUMO: Frying. is
defined in the domain ontology Food to be sub-
class of the SUMO core concept Cooking.. Thus,
by means of $subclass, we can connect frying.. to
Cooking.+ in order to obtain a whole mapping be-
tween WordNet and the core of SUMO.

It is worth to remark that some noun synsets are
connected to several SUMO concepts. Concretely,
1,043 synsets.

In Table 1, we provide some figures about
the mapping between WordNet and the core of
SUMO. More specifically, we provide the amount
of noun synsets that are respectively connected
to SUMO individuals, classes, relations and at-
tributes by mapping relation. In addition, we also
provide the number of multiple connections —or
multiple mappings— between brackets. It is easy
that there is no multiple mapping involving indi-
viduals and relations. Furthermore, most of the
synsets are connected to SUMO classes and at-
tributes (in total, 81,182 synsets), while only 933
synsets are connected to SUMO individuals and
relations.
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5 Formal Interpretations of the Mapping
Between WordNet and SUMO

The automatic validation of WordNet and SUMO
on the basis of CQs and ATPs requires to trans-
late all the information into a formal language.
By means of Adimen-SUMO (Alvez et al., 2012),
the core information of SUMO is already written
in FOL. However, WordNet and its mapping to
SUMO are not formally characterized. Therefore,
we next describe and compare two possible formal
interpretations of the mapping between WordNet
and SUMO.

The first possible interpretation is just to liter-
ally follow the definition of the mapping relations
provided in Niles and Pease (2003). That is:

e cquivalence is synonymy.

o subsumption indicates that the SUMO con-
cept is a hypernym of the associated synset.

e instance designates the synset as an individ-
ual of the connected SUMO concept.

However, the above literal interpretation of the
mapping suffers from several problems. On one
hand, subsumption and instance lack an obvi-
ous interpretation when referred to SUMO indi-
viduals:* it is non-sense to assert that an indi-
vidual has hyponyms or individuals and, in ad-
dition, there is only one SUMO predicate for
dealing with relations (i.e. subrelation,) and at-
tributes (subAttribute,) respectively. On the other
hand, the literal interpretation of the mapping may
yield to inconsistent statements when applied to
synsets that are connected to several SUMO con-
cepts. For example, male_horsel is connected to
both Male,+ and Horse.+. Thus, male,horse}1
would be interpreted of hyponym of both Male,
and Horse.. For this purpose, we would use the

“Note that most of the SUMO relations and attributes are
individuals.



SUMO predicates subAttribute, and $subclass re-
spectively. However, these two predicates are
defined to relate incompatible SUMO concepts:
Attribute. and Class, are disjoint classes.’

The second possibility is to interpret all the
mapping relations exclusively in terms of SUMO
individuals. Under this interpretation, we con-
sider synsets to be related to sets of SUMO in-
dividuals that are characterized by a) the partic-
ular SUMO concept to which the synset is con-
nected and b) the mapping relation that is used in
the linking. The set of SUMO individuals that are
potentially related to a given synset can be repre-
sented using SUMO statements. For the construc-
tion of those statements, we associate a different
variable to each synset and choose the most suit-
able SUMO predicate depending of the nature of
the SUMO concept to which the synset is con-
nected: equal for SUMO individuals, $instance
for SUMO classes and attribute, for SUMO indi-
vidual attributes.® The interested reader is referred
to Alvez et al. (2017) for further details. For ex-
ample, the synsets malacosoma_americana;, and
genus_malacosoma’, are connected to Insect.+
and Larval,+ respectively. By associating the
variables ?X and 7Y to each synset, we generate
the following Adimen-SUMO statements:

($instance 7X Insect)
(attribute ?Y Larval)

€y
@

On the basis of the above Adimen-SUMO state-
ments that restrict the set of potential SUMO in-
dividuals related to a synset, the second interpre-
tation of the mapping information is completed
according to the mapping relation that links the
synset and the SUMO concept:

o If the synset is connected using equivalence
(resp. the negation of equivalence), then we
can assume that the synset is related to all
(resp. 1is not related to any of) the potential
SUMO individuals that satisfy the Adimen-
SUMO statement proposed above. For this
purpose, the variable associated to the given
synset is considered to be universally quanti-
fied.

51t is worth to recall that subAttribute, relates SUMO in-
dividual attributes, which are instance of Attribute., while
$subclass relates SUMO classes, which are instance of
Class..

5The linkings to SUMO relations are discarded.
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e Otherwise —the synset is connected using
subsumption (resp. the negation of subsump-
tion) or instance—, we can only assume that
the synset is related to (resp. is not related
to) some of the potential SUMO individu-
als the Adimen-SUMO statement proposed
above. This means that the variable associ-
ated to the given synset is considered to be
existentially quantified.

This second interpretation of the mapping infor-
mation takes advantage from the fact that most of
the SUMO knowledge is based on the notion of
individuals and that only a few of SUMO predi-
cates provide information at the level of classes.
From this point of view, this interpretation enables
a more precise use of the knowledge of SUMO.
In addition, the problem with synsets connected to
several SUMO concepts is overcome. Going back
to the example about male_horse}., its mapping to
Male,+ and Horse.+ can be translated as

(and 3)
(attribute 7S Male)

($instance 7S Horse))

where its associated variable 7S stands for all the
SUMO individuals that are related to male_horse...

6 Competency Questions Based on
Meronymy

In this section, we describe the set of CQs that is
created on the basis of the part-whole data pro-
vided by WordNet.

For this purpose, we consider the second inter-
pretation of the mapping information introduced
in Section 5. Since that interpretation does not
distinguish between subsumption and instance, we
only consider two linking options for WordNet
synsets: synsets connected by equivalence (or its
negation) and synsets connected by (the negation
of) subsumption or instance. Therefore, there are
just 4 possible combinations of mapping relations
in the 12,293 ordered synset pairs provided by
WordNet and we propose a different question pat-
tern for each of them.

Given an ordered synset pair, the correspond-
ing question pattern is instantiated according to a)
the WordNet meronymy relation and b) the SUMO
concepts to which synsets are connected.

With respect to WordNet meronymy relations,
we have inspected SUMO in order to find the rela-
tions that are synonym or semantically similar to
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(exists (7X,7Y)
(and
< s_part, 7X >
< s.whole, 7Y >
(< SUMO predicate > 7X ?Y)))

Figure 1: First question for

(s_part, s_whole) meronymy pairs

pattern

them. In SUMO, the main meronymy relation is
part, and we can find 30 different subrelations of
part, in its core. Among them, we have selected
the SUMO predicates part,, member, piece, as
counterpart of the WordNet relations part, member
and substance respectively. As for every SUMO
relation, SUMO provides domain axioms that re-
strict the set of SUMO individuals that can be re-
lated by the above predicates as follows:

e part, relates pairs of Object,. individuals.

o member, relates SelfConnectedObject. indi-
viduals (first argument) to Collection. indi-
viduals (second argument).

e piece, relates pairs of Substance. individuals.

Additionally, SUMO also defines several incom-
patibilities between SUMO individuals. Among
others, individuals of CorpuscularObject. are
not compatible with neither Collection. nor
Substance. because CorpuscularObject, and
Collection. (also Substance.) are defined as
disjoint classes.

On the basis of individual SUMO incompati-
bilities, we can already detect some errors. For
example, the synsets grapel and wine) are re-
lated by substance (as introduced in Section 2)
and respectively connected FruitOrVegetable.+
and Wine.=. In SUMO, FruitOrVegetable. is
defined to be subclass of CorpuscularObject..
Consequently, FruitOrVegetable. is incompati-
ble with Substance., which prevents the use of
piece, for relating synsets pairs with individuals
of FruitOrVegetable, in the first place. The source
of this error is discussed in Section 7.

After choosing the most suitable SUMO predi-
cate for a given synset pair, the instantiation of the
corresponding question pattern is finished accord-
ing to the SUMO concepts to which synsets are
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(forall (7X)
(=>
< s_part, 7X >
(exists (7Y)
(and
< s_whole, 7Y >)
(< SUMO predicate > ?X 7Y))))

Figure 2: Second question pattern for
(s_part, s_whole) meronymy pairs

connected. More specifically, we apply the second
interpretation of the mapping information in or-
der to obtain a Adimen-SUMO statement for each
synset. The resulting Adimen-SUMO statements
are directly used for the instantiation of question
patterns.

In the next subsections, we describe the pro-
posed question patterns.

6.1 First Question Pattern

The first question pattern is designed for its appli-
cation to meronymy pairs where both synsets are
connected using (the negation of) subsumption or
instance.

In Figure 1, we describe the combination of the
selected SUMO predicate and the statements that
are obtained by following the second interpreta-
tion of the mapping information introduced in Sec-
tion 5. In that combination, the variables associ-
ated to both synsets are considered to be existen-
tially quantified.

1

[(genus_malacosoma,) :  [Larval,+]

A~

(member) ? - [member,]

[(malacosoma_americanal) : [Insect.+]

1

5, and

malacosoma_americana
1

n*

Figure 3:
genusmalacosoma

we 1illustrate the instantiation of the
resulting question pattern by considering
again the synsets malacosoma_americanal,
and genus_malacosomal,, which are related by
member and connected to Insect.+ and Larval,+

respectively as described in Figure 3. The combi-

Next,



nation of the SUMO statements (1,2) that result
from their mapping information with the SUMO
predicate member, yields the following CQ:
(exists (7X,7Y) 4)
(and

($instance ?X Insect)

(attribute ?Y Larval)

(member 7X ?7Y)))

6.2 Second Question Pattern

The second question pattern is designed for
meronymy synset pairs (s_part,s_whole) where
s_part is connected by (the negation of) equiva-
lence and s_whole is connected by (the negation
of) subsumption or instance.

In this case, the variable associated to s_whole
is considered to be universally quantified, while
the variable associated to s_part is considered to
be existentially quantified. The resulting question
pattern is described in Figure 2.

[ calcium_ozidel) : [CompoundSubstance.+]

A

(substance) ? - [piecey]

[(calcium) : [Calcium =]

Figure 4: calcium?, and calicum_oxide)..

In order to illustrate the instantion of this sec-
ond question pattern, we consider the synset
pair substance(calciuml,calcium_oxide},), where
the involved synsets are respectively connected
to Calcium.= and CompoundSubstance .+ as de-
scribed in Figure 4. On the basis of the above map-
ping information, the selected SUMO predicate is
piece, and we obtain the following CQ:

(forall (7X) )
(=>
($instance ?X Calcium)
(exists (?7Y)
(and

($instance 7Y CompoundSubstance)
(piece X 7Y)))))

6.3 Third Question Pattern

The third question pattern is the dual of the sec-
ond one because it is designed for meronymy
synset pairs (s_part,s.whole) where s_part is
connected by (the negation of) subsumption or in-
stance, and s_whole is connected by (the negation
of) equivalence.
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Consequently, the variables associated to
s_whole and s_part are considered to be univer-
sally and existentially quantified respectively.

This third question pattern
is applied to synset pairs like
member(committee},,committee_membery, ), where

synsets are respectively connected to Human.+
and Commission.=. By using the SUMO
predicate member;,, the resulting CQ is:
(forall (?Y) (6)
(=>
($instance 7Y Commission)
(exists (7X)
(and
($instance ?7X Human)
(member 7X 7Y)))))

6.4 Fourth Question Pattern

The last question pattern is designed for its appli-
cation to meronymy pairs where both synsets are
connected using (the negation of) equivalence.

[(cell?) [Cell =]

A~

(part) ?: [part,]

[(cell_nucleus]) : [CellNucleus =]

Figure 5: cell? and cell_nucleus,..

In this case, the question pattern is ob-
tained by the conjunction of the second and
the third question patterns. In order to illus-
trate its application, we consider the synset
pair part(cell?,cell nucleus)), where synsets
are respectively connected to Cell.= and
CellNucleus.= as described in Figure 5. The
resulting CQ is:

(and @)

(forall (7X)
(=>
($instance 7X CellNucleus)
(exists (?7Y)
(and
($instance 7Y Cell)
(part 7X 7Y)))))
(forall (7Y)
(=>
($instance ?Y Cell)
(exists (7X)
(and
($instance ?X CellNucleus)
(part 7X 7Y)))))



7 Discussion

In this section, we discuss the results obtained
from our ongoing validation of WordNet and
SUMO by applying the evaluation framework pro-
posed in Alvez et al. (2017).

In Table 2, we report on some figures about the
instantiation of the 4 question patterns introduced
in the above section using the 22,187 meronymy
pairs provided by WordNet. The information is
organized in 11 columns as follows: according to
the different WordNet meronymy relations (first
column), we first provide the total amount of
synset pairs (second column) and the number of
synset-pairs which do not satisfy SUMO domain
restrictions (third columnn); in the remaining 8
columns, we respectively provide the amount of
synset pairs (Pairs columns) that have been ap-
plied to each question pattern and the number of
resulting competency questions (CQs columns).
To sum up, we have obtained 2,137 different CQs
—1,418 + 447 4+ 197 + 75 CQs— from 7,674
synset pairs, while 14,513 pairs have not been
used due to SUMO incompatibilities. Most of
those synset pairs (11,920) are related by mem-
ber, which relates SelfConnectedObject. individu-
als (first argument) to Collection, individuals (sec-
ond argument).” By a manual inspection, we dis-
cover that the source of the problem in more than
8,000 pairs is the same: pairs where both synsets
are connected to the same concept although the
first synset denotes an individual organism and
the second one the species, genus or family to
which the organism belongs. For example, bear),
and Ursidae}, are both connected to Mammal.+,
which is subclass of SelfConnectedObject.. In
those cases, we decide that the mapping is not
consistent because it does not correctly character-
ize the knowledge of WordNet in terms of SUMO:
Ursidae), does not refer to any particular mammal,
but to a group of mammals.

Another divergence between the knowledge of
WordNet and SUMO that can be detected by
means of SUMO incompatibilities is given by
the pair substance(grapel, winel), as described in
Section 6. In this case, the WordNet pair is not
complete, since grape_juice). is neither related to
grape’ nor wine’..

Regarding our preliminary experimental results
using ATPs, we have already checked that the pro-

Tt is worth to recall that SelfConnectedObject. and
Collection. are disjoint classes.
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posed CQs enable to validate some pieces of the
information of WordNet, SUMO and their map-
ping, and also to detect some conflicts. For exam-
ple, the following CQ
(forall (7Y)
(=>
(attribute ?Y PoliceOfficer)
(exists (7X)
(and
($instance 7X PoliceOrganization)
(member 7X 7Y)))))

®

is obtained from the synset pair
ber(police_officer’. ,police forcel) by applying
the third question pattern, since police_officer}, is
connected to PoliceOfficer,= and police _force,
is connected to PoliceOrganization.+. ATPs
are able to prove conjecture (8), consequently
both the WordNet meronymy pair, the mapping
of the related synsets and the involved SUMO
information are validated. =~ On the contrary,
ATPs do not find any proof for conjecture (6)
or its negation. This fact leads us to discover
that SUMO lacks from information conveniently
relating the concepts of Human, and Commission,.
by member,.

In the rest of this section, we proceed to illus-
trate three different kinds of discrepancies or dis-
agreements that can be detected by the application
of ATPs to the proposed CQs as described in Alvez
et al. (2017).

In the first place, the use of ATPs enables
to detect additional inconsistencies in the map-
ping between WordNet and SUMO. For example,
ATPs are able to prove the negation of conjec-
ture (4), which reveals the existence of a prob-
lem with the synsets malacosoma_americanal, and
genus_malacosoma,. More specifically, the map-
ping of genus_malacosomal, to Larval,+ is not
suitable.

Secondly, our proposal enables to detect con-
flicts which are due to the knowledge represented
in SUMO. For example, the negation of conjecture
(5) is proven by ATPs. By inspecting the proof, we
discover that the problem is related to the follow-
ing SUMO axiom (described in Adimen-SUMO
syntax):

(=>
(piece 7SUBSTANCEL 7SUBSTANCE2)
(forall (7CLASS)
(=>
($instance ?SUBSTANCE1 7CLASS)
($instance ?SUBSTANCE2 7CLASS))))

mem-

&)
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Meronymy Pairs 15t QP 2nd Qp 3vd Qp 4th QP
relations Total Error Pairs CQs Pairs CQs Pairs CQs Pairs CQs
part 9,097 2,221 5974 1,252 725 430 116 104 61 59
member 12,293 11,920 348 78 14 14 10 7 1 1
substance 797 372 248 83 152 89 10 10 15 15
Total 22,187 14,513 6,570 1,418 745 447 282 197 77 75
Table 2: Instantiation of question patterns
In particular, Calcium. is subclass of  in WordNet, SUMO and their mapping. In particu-
ElementalSubstance., which 1is disjoint with lar, by means of practical examples, we have illus-
CompoundSubstance.. Therefore, no individual trated that the proposed system enables (a) the val-

of CompoundSubstance. can inherit the property
of being instance of Calcium,.

Finally, we can also detect inconsistencies
which are related to WordNet meronymy pairs.
For example, ATPs are able to prove the negation
of conjecture (7), thus revealing a problem related
to the pair part(cell?,cell nucleus},). More specif-
ically, that pair is incompatible with the fact that
some cells lack a nucleus, as stated by the follow-
ing SUMO axiom (described in Adimen-SUMO
syntax):

(=>
($instance ?7C RedBloodCell)
(

(10)

not
(exists (7N)
(and
($instance 7N CellNucleus)

(part 71 7C))))

Consequently, the synset
part(cell? cell_nucleus. ) is not consistent.

pair

8 Ongoing Work

Currently, we are finishing our experimental eval-
uation of WordNet, SUMO and their mapping
by applying the methodology proposed in Alvez
et al. (2017). For this purpose, we are using
the ATPs Vampire (Kovics and Voronkov, 2013)
and E (Schulz, 2002) for checking whether the
conjectures resulting from the set of CQs pro-
posed in this paper are entailed or not by Adimen-
SUMO. All the resources —the ontology, the set
of CQs and conjectures, and the resulting exe-
cution reports— will be available at http://
adimen.si.ehu.es/web/AdimenSUMO.
By analysing our preliminary experimentation
results, we can conclude that our proposal enables
a sophisticated cross-checking of the information
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idation of some pieces of information and (b) the
detection of missing information and inconsisten-
cies. Further, our preliminary experimental results
also demonstrate the suitability of the involved re-
sources for its application to practical tasks related
to natural language processing.

9 Concluding Remarks

In this work, we enlarge the set of CQs proposed in
Alvez et al. (2017) by means of part-whole data of
WordNet, which illustrates the fact that our pro-
posal can be generally applied to any data ex-
tracted from WordNet. Nowadays, our complete
set of CQs includes around 3,000 CQs obtained
from antonymy and around 2,000 CQs obtained
from Morphosemantic Links database of WordNet.
In the last case, we exclusively concentrate on the
relations event, agent, instrument and result. In the
next future, we plan to extend our benchmark by
considering additional WordNet relations.
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Abstract

In the paper we presented a new Russian
wordnet, RuWordNet, which was semi-
automatically obtained by transformation of
the existing Russian thesaurus RuThes. At the
first step, the basic structure of wordnets was
reproduced: synsets’ hierarchy for each part
of speech and the basic set of relations be-
tween synsets (hyponym-hypernym, part-
whole, antonyms). At the second stage, we
added causation, entailment and domain rela-
tions between synsets. Also derivation rela-
tions were established for single words and
the component structure for phrases included
in RuWordNet. The described procedure of
transformation highlights the specific features
of each type of thesaurus representations.

1 Introduction

WordNet thesaurus is one of the popular lan-
guage resources for natural language processing
(Fellbaum, 1998). The projects for creating
WordNet-like resources have been initiated for
many languages in the world (Vossen, 1998;
Bond and Paik, 2012). Other thesaurus models
are rarely discussed, created and used in NLP.

In several works, S.Szpakowicz and co-
authors (Jarmasz and Szpakowicz, 2004; Aman
and  Szpakowicz, 2008; Kennedy and
Szpakowicz, 2008) evaluated two versions of
Roget’s thesaurus in several applications. Borin
and colleagues (Borin and Forsberg, 2009; Borin
et al. 2013) compared the structure of the Swe-
dish thesaurus Saldo with the WordNet structure.
In (Borin et al., 2014) automatic generation of
Swedish Roget’s thesaurus and its comparing

with the existing Roget-style thesaurus for Swe-
dish is discussed.

For the Russian language, RuThes thesaurus
has been created more than fifteen years ago
(Loukachevitch and Dobrov, 2002). It was uti-
lized in various information-retrieval and NLP
applications (Loukachevitch and Dobrov, 2014).
RuThes was successfully evaluated in text sum-
marization (Mani et al., 2002), text clustering
(Dobrov and Pavlov, 2010), text categorization
(Loukachevitch and Dobrov, 2015), detecting
Russian paraphrases (Loukachevitch et al., 2017),
etc.

Using the RuThes model for the concept rep-
resentation, several domain-specific thesauri
have been created for NLP and domain-specific
information-retrieval applications including So-
ciopolitical  thesaurus  (Loukachevitch and
Dobrov, 2015), Ontology on Natural Sciences
and Technology (Dobrov and Loukachevitch,
2006), Banking thesaurus (Nokel and
Loukachevitch, 2016) and others. Currently,
RuThes concepts provide a basis for creating the
Tatar Socio-Political Thesaurus (Galieva et al.,
2017).

In 2013, RuThes was partially published for
non-commercial use (Loukachevitch et al., 2014).
But people would like to have a large Russian
wordnet. Therefore, we have initiated a trans-
forming procedure from the published version of
RuThes (RuThes-lite) to the largest Russian
WordNet (RuWordNet'), which we describe in
this paper. This transformation allows us to show
similarities and differences between two re-
sources in a detailed way. RuWordNet currently
includes 115 thousand unique words and phrases.

Y http://ruwordnet.ru/en/
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The structure of this paper is as follows. In
Section 2, we describe related work. Section 3
presents the structure of RuThes thesaurus, in-
cluding the set of relations and principles of
work with multiword expressions. Section 4 de-
scribes the main stages for creating the basic
structure of RuWordNet. Section 5 is devoted to
enrichment of the basic RuWordNet relations.

2 Related work

Creating large lexical resources like WordNet
from scratch is a complex task, which requires
effort for many years (Azarowa, 2008). To speed
up the development of a wordnet for own lan-
guage, the first version of such a resource can be
created by automatically translating Princeton
WordNet into the target language (\VVossen, 1998;
Gelfenbein et al., 2003; Sukhonogov et al. 2005),
but then considerable effort is required to proof-
read and correct the obtained translation.

As an intermediate approach, researchers pro-
pose a two-stage creation of a wordnet for a new
language: first translating and transferring the
relations of the top concepts of Princeton
WordNet (the so-called core WordNet), and then
manually replenishing hierarchies based on dic-
tionaries and text corpora. This approach was
used in the creation of such resources as DanNet
(Pedersen, 2010) and EuroWordNet (Vossen,
1998).

After analyzing the existing approaches to the
development of wordnets, the creators of the
Finnish wordnet (FIWN) decided to translate
Princeton WordNet manually, using the work of
professional translators. As a result, the Finnish
wordnet was created on the basis of translation of
more than 200 thousand word senses of Prince-
ton WordNet words within 100 days (Lindén and
Niemi, 2014).

In work (Braslavsky et al., 2012), it was pro-
posed to develop a new Russian wordnet
(YARN) using the Russian Wiktionary and
crowdsourcing. The authors planned to attract a
large number of students and interested people to
create a new resource.

There are at least four known projects for cre-
ating a wordnet for the Russian language. In
RussNet (Azarova et al., 2004), the authors
planned to create the Russian wordnet from
scratch, guided by the principles of Princeton
WordNet. In two different projects described in
(Gelfenbein et al., 2003; Sukhonogov et al.
2005), attempts were made to automatically
translate WordNet into Russian, with all the orig-
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inal thesaurus structure preserved. The results of
(Gelfenbein et al., 2003) are published, but the
analysis of the thesaurus generated in this way
shows that it requires considerable editing or the
use of better algorithms.

The last project YARN (Yet Another Russian
wordNet) was initiated in 2012 and initially was
created on the basis of crowdsourcing, i.e. partic-
ipation in the work of filling the thesaurus by a
large number of participants. Currently, YARN
contains a significant number of synsets with a
small number of relationships between them. The
published version® of the YARN thesaurus con-
tains too many similar or partially similar
synsets.

In (Azarova et al., 2016), the authors describe
the project on the integration of the thesaurus
RussNet (Azarowa., 2008) and the thesaurus
YARN (Braslavsky et al., 2012) into a single
linguistic resource, where the expert approach
and the crowdsourcing will be combined.

In (Khodak et al., 2017), a new approach to
automatic wordnet construction is presented and
tested on a specially prepared Russian dataset
comprising senses of 600 words (200 nouns, 200
verbs, and 200 adjectives). The approach is
based on translation of English synsets, and a
number of techniques of clustering and assessing
the obtained translation. For Russian, the authors
report 60% F-measure on the above-mentioned
tests. However, the analysis of the dataset
showed that the presented Russian words have
much more senses than it is usually presented in
Russian  dictionaries. For example, word
onacnocmo (danger) is usually described as hav-
ing 2 senses. But in the dataset it has 6 senses.
Word o6opyoosanue (equipment) is usually de-
scribed with 2 senses, but in the dataset it has 8
senses. It looks that the expert labeling of Rus-
sian senses for the dataset was somehow biased
to English and its representation in Princeton
WordNet.

3

RuThes (Loukachevitch and Dobrov, 2014;
Loukachevitch et al., 2014) and WordNet are
both thesauri, i.e. lexical resources in that words
similar in meaning are gathered into synsets
(WordNet) or concepts (RuThes), between which
relations are established. When applying the two
thesauri to text processing, similar steps should
be carried out, including a comparison of the text

RuThes Structure and Relations

2 https://russianword.net/



with the thesaurus, and the use of the described
relations if necessary. There are also significant
differences between the thesauri.

Firstly, in RuThes there is no division into lex-
ical networks by parts of speech. Any part of
speech can be associated with the same RuThes
concept, if they mean the same (so-called part-
of-speech synonyms). Each thesaurus concept
has a unique name.

To provide morpho-syntactic information for a
word, each RuThes entry has parts of speech la-
bels. The morpho-syntactic representation of a
multiword expression contains the syntactical
type of the whole group, the head word, parts of
speech and lemmatized forms for each compo-
nent word.

Therefore, secondly, when establishing rela-
tions in RuThes, it is often impossible to apply
synonym tests based on the interchangeability of
words in different contexts (Miller, 1998). In-
stead, tests are used to detect the denotative simi-
larity of word meanings, for example, "if the en-
tity X in different situations can be called W,,
can it always be called W,", and vice versa.

Thus, because of the above-mentioned differ-
ences (denotative tests, unique names of con-
cepts), RuThes is closer to ontologies on an im-
aginary scale from lexical resources to formal
ontologies  than  WordNet-like  thesauri
(Loukachevitch and Dobrov, 2014).

3.1

Different models of the knowledge description
presuppose different sets of relations.

In RuThes, the relations are established only
between concepts. The main class-subclass rela-
tion roughly corresponds to the relation of hypo-
nym-hypernym in WordNet (Miller, 1998).

Also, RuThes has the part-whole relationship,
but unlike WordNet, it is only established when
the part always (or at least in the vast majority of
cases) refers to the specified whole, i.e. cannot
belong to a number of alternative wholes. This
makes it possible to use the transitivity of the
part-whole relations with greater reliability
(Loukachevitch, Dobrov, 2014). There are some
techniques allowing representation of part-whole
relations in other cases.

When the above-mentioned conditions for es-
tablishing the part-whole relationship are im-
posed, a fairly broad interpretation of the part-
whole relationship is adopted in RuThes:

Relations in RuThes.

e  between physical objects (storey — build-

ing);
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between regions (Europe — Eurasia);
between substances;
between sets (battalion — company);

between parts of the text (strophe —
poem);

e  Dbetween processes (production cycle —

industrial manufacturing).

Also, the part-whole relations are established
for connections between entities, one of which is
internal, dependent on another (Guarino, 2009)
such as: characteristics of an entity (displacement
— ship); role in the process (investor
investment); participant in the field of activity is

the sphere of activity (industrial plant —
industry).

In addition, one of the main relations in
RuThes is the relation of ontological

dependence, which shows the dependence of the
existence of one concept on another. An example
of such an attitude is the relationship between the
concepts Tree — Forest, where Forest is a
dependent concept requiring the existence of the
Tree concept.

The relation of the ontological dependence is
denoted as directed association asc; — asc,. In
fact, this directed association represents a more
formalized form of the association relations in
traditional information-retrieval thesauri
(Z39.19, 2005). Symmetric associations are also
possible in only restricted number of cases.

Thus, the structure and the set of relations in
the thesaurus RuThes are significantly different
from the structure and relations of WordNet. It is
also important to stress the differences in the
properties of the relationships in the thesauri
WordNet and RuThes. In WordNet, basically,
only the transitivity of hyponym-hypernym
relations is used. In RuThes, in addition to the
transitivity of the class-subclass relationship, the
following relations are also postulated:

transitivity of the part-whole relations:

whole (c;, ¢;) A whole (cy,
whole (cy, C3);

Cy) —

¢ inheritance of the whole relationship to

subclasses:

class (c;, €;) A whole (c,,
whole (¢4, C3);

Cy —

e inheritance of dependence association
relations and symmetric association relations

on types and parts:



class (ci, C2) A ascy (Cz, C3) — ascy (Cy, C3);
class (cy, ¢2) Aasc (Cy, C3) — asc (cy, C3);

whole (cq, ¢;) A ascy (Cy, C3)
— ascy (Cy, Ca);

whole (cq, ¢;) A asc (Cy, C3) — asc (Cy, C3)

Considering all possible relation paths existing
between two thesaurus concepts C; and C,, it
was supposed that those paths that can be re-
duced to a single relation with the application of
the above-mentioned rules of transitivity and in-
heritance indicate semantic relatedness between
concepts C; and C,, so called semantic paths.
Word and phrases presented as thesaurus entries
assigned to the concepts C, and C, are also con-
sidered semantically related even if the length of
the path is quite large (five and more relations).
Such defined semantic similarity between words
and phrases included in RuThes is used for query
expansion in information retrieval, thematic text
representation (Loukachevitch and Alekseev,
2014), representation of  categories in
knowledge-based text categorization
(Loukachevitch and Dobrov, 2015), and auto-
matic word sense disambiguation.

The properties of the RuThes relations and
defined paths were used to infer some types of
relationships for RuwordNet.

3.2

Another issue, which is important in transfor-
mation of data from RuThes to RuWordNet, is
the representation of multiword expressions
(Loukachevitch and Lashevich, 2016).

The distinctive feature of RuThes is that it
contains many multiword expressions. Experts
are recommended to introduce new multiword
expressions into RuThes if they can substantiate
their decision with the necessity to represent the
expression in the thesaurus. The expert should
show that adding the expression to the thesaurus
gives useful information that does not follow
from t